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of the isovector axial form factor, and the strange vector form factors, taking the remaining form factors854

from other sources. An amplitude was measured for FA(q2) at Q
2 = �q

2 = 0.22 and 0.63 GeV2, but with855

insu�cient precision to extract shape information. The process e
+
d ! ⌫̄epp is another possibility to access856

the charged current nucleon interaction, e
+
n ! ⌫̄ep using electron (positron) beams. No measurements857

of this process currently exist.858

5.2.4 Summary of complementary constraints859
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Figure 7: (color online) Axial radius determined by di↵erent processes. Data points are as in Table 1.
The hashed red region represents the average obtained in this work, obtained from the z expansion ⌫d and
MuCap results [cf. Eq. (36)]. The hatched blue band represents the average of the dipole ⌫d and dipole
eN ! eN

0
⇡ results from Ref. [17]. Values labeled “dipole” enforce the dipole shape ansatz. The value

labeled “z exp.” uses the model independent z expansion. The green point represents the MiniBooNE
dipole fit [20] to ⌫-C scattering data, and does not account for nuclear model uncertainty.

A range of processes and techniques have potential to help constrain the nucleon axial radius. Some860

of these, such as pion electroproduction and parity violating electron-proton scattering, access the form861

factor and radius indirectly and su↵er significant model-dependent corrections that need to be further862

addressed to achieve ⇠ 10% accuracy on r
2
A. Lattice QCD and elementary target neutrino scattering are863

potentially pristine theoretical or experimental approaches. However, lattice QCD has not yet achieved864

the requisite accuracy, and hydrogen or deuterium active target neutrino experiments are fraught with865

surmountable but di�cult technical and safety issues. Figure 7 displays the range of values for r
2
A as866

tabulated in Table 1, including the MuCap determination presented in this paper. Our average, Eq. (36),867

is obtained from the z expansion ⌫d and MuCap results, which have complete error budgets. The future868

is sure to witness an interesting complementarity between di↵erent approaches to axial nucleon structure,869

with a wide range of constraints and applications.870
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Figure 6: (color online) Quasielastic neutrino-neutron cross section. Reference fit of Ref. [19] in green
band shows the current uncertainty. The yellow band shows the uncertainties independent of r

2
A. The

hatched black band shows the uncertainty contribution from r
2
A, if r

2
A would be known to 20% (using the

central value from the reference fit). In that case, the r
2
A contribution would be subdominant in the total

error (quadratic sum of yellow and black hatched), as illustrated at E⌫ = 1GeV in Eq. (40).

External constraints on r
2
A, used in conjunction with the existing deuteron target neutrino scattering748

data, can thus lead to a halving of the uncertainty on the elementary signal cross section for long baseline749

neutrino experiments. Advances in our quantitative understanding of neutrino scattering, through im-750

provements in r
2
A, heavy nuclear target modeling and direct precise neutrino cross-section measurements751

will allow us to fully exploit the planned sensitivity of future oscillation experiments.752

5.2 Other constraints and applications753

Given the importance of r
2
A, and more generally FA(q2), let us understand what complementary infor-754

mation exists from other approaches. This information comes from theoretical approaches to determine755

FA(q2) from the QCD Lagrangian; and from experimental measurements using weak and electromagnetic756

probes of the nucleon.757

5.2.1 Lattice QCD758

Lattice QCD is a computational method for determining low energy properties of hadrons based on first759

principles starting from the QCD Lagrangian.20 This method has reached a mature state for meson760

properties.21 Nucleons present an additional challenge for lattice simulations, owing to a well-known761

noise problem [104]. A variety of approaches are being taken to explore and address the simultaneous762

20For a brief introduction and references see the lattice QCD review of S. Hashimoto, J. Laiho and S. R. Sharpe in Ref. [53].
21For a review and further references, see Ref. [103].
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Figure 2: Example of an O(↵) �W exchange box diagram radiative correction to muon capture.

2.3 Radiative corrections

The electroweak radiative corrections to muon capture in muonic hydrogen, depicted in Fig. 2, were first
calculated in Ref. [16]. Here, we briefly describe the origin of such quantum loop e↵ects and take this
opportunity to update and reduce their estimated uncertainty. The computational strategy relies on
the well known electroweak corrections to (i) the muon lifetime [38, 39], (ii) super-allowed 0+

! 0+
�

decays [38, 40, 41], and (iii) the neutron lifetime [42, 43].
Radiative corrections to weak decay processes in the Standard Model involve ultraviolet divergences

that can be renormalized, yielding finite phenomenological parameters such as the Fermi constant GF

obtained from the measured muon lifetime [39] and the CKM matrix element |Vud| obtained from super-
allowed � decays (see Table 2). In terms of those parameters, the radiative corrections to the neutron
lifetime and the muon capture rate are rendered finite and calculable. We note that the matrix element
of the vector current is absolutely normalized at q

µ = 0, corresponding to a Conserved Vector Current
(CVC): F1(0) = 1, up to second order corrections in small isospin violating parameters [44–46]. On the
other hand, the normalization of the remaining form factors appearing in Eq. (7) requires a conventional
definition in the presence of radiative corrections. This definition is specified at q

2 = 0 by a factorization
requirement that expresses the total process as a tree level expression times an overall radiative correction.
For example, the neutron decay rate in this scheme involves the factor (1+3g2

A)(1+RC), where (1+3g
2
A)

is the tree level expression with FA(0) = gA, and RC denotes the radiative corrections. By the definition
of gA, these corrections are the same for vector and axial-vector amplitudes, but are actually computed
for the vector amplitude. In that way, gA can be obtained from the neutron lifetime, used in conjunction
with Vud via the relationship [41, 42]

�
1 + 3g

2
A

�
|Vud|

2
⌧n = 4908.7(1.9) s . (9)

Alternatively, gA can be directly obtained from neutron final state decay asymmetries. We employ the
lifetime method here, because it is currently more precise.

In the case of muon capture, we have four form factors all evaluated at q
2
0: vector (F1), induced

weak magnetism (F2), axial-vector (FA) and induced pseudoscalar (FP ). We define these form factors to
all have the same electroweak radiative corrections and explicitly compute those corrections for F1(q2

0).
Short-distance corrections (which dominate) correspond to a renormalization of the relevant four-fermion
operator, and are automatically the same for all form factors. Long distance corrections, although not as
important, are incorporated through the form factor definitions in much the same way as gA is renormal-
ized by definition in neutron decay.

Given the above form factor definitions, their common total radiative correction is conventionally

8
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νe appearance 
from a νμ beam

long baseline neutrino oscillation experiment 
is simple in conception:

86 4 Neutrino Mixing, Mass Hierarchy, and CP Violation

baseline, there is no degeneracy between matter and CP asymmetries at the first oscillation node
where the LBNE neutrino beam spectrum peaks. The wide coverage of the oscillation patterns
enables the search for physics beyond the three-flavor model because new physics effects may
interfere with the standard oscillations and induce a distortion in the oscillation patterns. As a
next-generation neutrino oscillation experiment, LBNE aims to study in detail the spectral shape
of neutrino mixing over the range of energies where the mixing effects are largest. This is crucial
for advancing the science beyond the current generation of experiments, which depend primarily
on rate asymmetries.
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Figure 4.1: The simulated unoscillated spectrum of ‹µ events from the LBNE beam (black histogram)
overlaid with the ‹µ æ ‹e oscillation probabilities (colored curves) for different values of ”CP and normal
hierarchy.

The LBNE reconfiguration study [25] determined that the far detector location at the Sanford
Underground Research Facility provides an optimal baseline for precision measurement of neutrino
oscillations using a conventional neutrino beam from Fermilab. The 1,300≠km baseline optimizes
sensitivity to CP violation and is long enough to resolve the MH with a high level of confidence,
as shown in Figure 2.7.

Table 4.1 lists the beam neutrino interaction rates for all three known species of neutrinos as ex-
pected at the LBNE far detector. This table shows only the raw interaction rates using the neutrino
flux from the Geant4 simulations of the LBNE beamline and the default interaction cross sections
included in the GLoBeS package [130] with no detector effects included. A tunable LBNE beam
spectrum, obtained by varying the distance between the target and the first focusing horn (Horn 1),
is assumed. The higher-energy tunes are chosen to enhance the ‹· appearance signal and improve
the oscillation fits to the three-flavor paradigm. To estimate the NC event rates based on visible

The Long-Baseline Neutrino Experiment
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but difficult in practice: rely on theory to determine 
cross sections: e.g. σ(νe)/σ(νμ) to a precision of 1%
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Complications 
from the strong 
interaction

pracMcal experiments use atomic nuclei as targets, 
introducing the complicaMon of hadronic physics
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DUNE: 40Ar

T2K: 16O

NOvA: 12C

For example, 

we can and must tame hadronic uncertainty, in 
order to access fundamental neutrino properMes
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long baseline neutrino oscillation experiment is difficult in 
practice:

simple picture is complicated by

- intrinsic νe component of beam

- degeneracy of uncertainty in detector response and 
neutrino interaction cross sections

- imperfect energy reconstruction

- νe versus νμ cross section differences 
need theory for σνe/σνμ, at ~% precision of measurement

and also 

- beam divergence and oscillation (near flux≠far flux)
aided by near detector but 

need theory for σνμ, at a precision depending on the 
experimental capabilities
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current paradigm: 

constrain neutrino interactions by 
- determining nucleon level amplitudes 
- parameterizing/measuring/calculating nuclear modifications

folk paradigms: 
constrain neutrino interactions by 

- starting at the quark level
- computing nuclear response

constrain neutrino interactions by 
- starting directly at the nuclear level
- parameterizing and measuring every cross section

“perfect theory”

“perfect expt.”
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in any paradigm: 

near detector has access to primarily νμ neutrinos

νe appearance signal is directly impacted by νμ/νe cross section 
differences

- kinematics
- 2nd class currents (G parity violation)
- radiative corrections (QED and EW)
- signal definition

having talked the talk, do some walking:
- νμ/νe in the time reversal process (μ p → ν n)
- nucleon input uncertainty (e-p, ν d → ν n)

tautology: no nuclear cross section can be more precise than inputs to 
the nuclear model
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beyond neutrino oscillations related applications relying on 
quantitative nucleon structure:

- fundamental constants (probable 7 sigma shift in Rydberg) 
- sigma terms and WIMP-DM direct detection
- gA and BBN
- …

entering a precision realm where percent level corrections to 
nucleon structure need to be calculated, not just estimated

QED is “easy”.  But QED + nucleon structure is “hard”

Notes:
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why muon capture



Nucleon properties 
capture rate on proton = measurement of nucleon structure

Nuclear properties 
capture rate = constraint on nuclear model

Standard candle: experiment  
e.g.  muon capture as a test source 

12

Standard candle: theory  
e.g.  muon capture as a test source 
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rA and ν interactions



A critical number: 
the nucleon axial 
radius 

quasi elastic (QE) 
dominance

nucleon form 
factors for QE 

process

linear 
dependence of 
form factors on 

kinematics

globally describes the transition between these processes or
how they should be combined. Moreover, the full extent to
which nuclear effects impact this region is a topic that has
only recently been appreciated. Therefore, in this section, we
focus on what is currently known, both experimentally and
theoretically, about each of the exclusive final-state processes
that participate in this region.

To start, Fig. 9 summarizes the existing measurements of
CC neutrino and antineutrino cross sections across this inter-
mediate energy range

!"N ! " !X; (54)

!!"N ! " þX: (55)

These results have been accumulated over many decades
using a variety of neutrino targets and detector technologies.
We immediately notice three things from this figure. First, the
total cross sections approaches a linear dependence on neu-
trino energy. This scaling behavior is a prediction of the quark
parton model (Feynman, 1969), a topic we return to later, and
is expected if pointlike scattering off quarks dominates the
scattering mechanism, for example, in the case of deep
inelastic scattering. Such assumptions break down, of course,
at lower neutrino energies (i.e., lower momentum transfers).
Second, the neutrino cross sections at the lower energy end of
this region are not typically as well measured as their high-
energy counterparts. This is generally due to the lack of high
statistics data historically available in this energy range and
the challenges that arise when trying to describe all of the
various underlying physical processes that can participate in
this region. Third, antineutrino cross sections are typically
less well measured than their neutrino counterparts. This is
generally due to lower statistics and larger background con-
tamination present in that case.

Most of our knowledge of neutrino cross sections in
this intermediate energy range comes from early experiments
that collected relatively small data samples (tens-to-a-few-
thousand events). These measurements were conducted in

the 1970s and 1980s using either bubble chamber or spark
chamber detectors and represent a large fraction of the data
presented in the summary plots we show. Over the years,
interest in this energy region waned as efforts migrated to
higher energies to yield larger event samples and the focus
centered on measurement of electroweak parameters (sin2#W)
and structure functions in the deep inelastic scattering region.
With the discovery of neutrino oscillations and the advent of
higher intensity neutrino beams, however, this situation has
been rapidly changing. The processes discussed here are im-
portant because they form some of the dominant signal and
background channels for experiments searching for neutrino
oscillations. This is especially true for experiments that use
atmospheric or accelerator-based sources of neutrinos. With a
view to better understanding these neutrino cross sections,
new experiments such as Argon Neutrino Test (ArgoNeuT),
KEK to Kamioka (K2K), Mini Booster Neutrino Experiment
(MiniBooNE),Main INjector ExpeRiment: nu-A (MINER!A),
Main Injector Neutrino Oscillation Search (MINOS), Neutrino
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FIG. 9. Total neutrino and antineutrino per nucleon CC cross
sections (for an isoscalar target) divided by neutrino energy and
plotted as a function of energy. Data are the same as in Figs. 28, 11,
and 12, with the inclusion of additional lower energy CC inclusive
data from m (Baker et al., 1982), # (Baranov et al., 1979), j
(Ciampolillo et al., 1979), and ? (Nakajima et al., 2011). Also
shown are the various contributing processes that will be inves-
tigated in the remaining sections of this review. These contributions
include quasielastic scattering (dashed), resonance production (dot-
dashed), and deep inelastic scattering (dotted). Example predictions
for each are provided by the NUANCE generator (Casper, 2002).
Note that the quasielastic scattering data and predictions have been
averaged over neutron and proton targets and hence have been
divided by a factor of 2 for the purposes of this plot.
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FIG. 7. Final form factor from Eqs. (31), (32) and (33).
Also shown is the dipole axial form factor with axial mass
mA = 1.014(14) GeV [54].

and the four-dimensional correlation matrix is

Cij =

0

BBB@

1 0.321 �0.677 0.761

0.321 1 �0.889 0.313

�0.677 �0.889 1 �0.689

0.761 0.313 �0.689 1

1

CCCA
. (36)

VII. APPLICATIONS

Having presented the axial form factor with errors and
correlations amongst the coe�cients, we may systemat-
ically compute derived observables that depend on this
function. We consider several applications of our results.

TABLE VII. Axial radius extracted using best values from
Table I, and default priors as discussed in the text. Note that
the joint fit is not an average, but a simultaneous fit to all of
the datasets.

dataset r2A [fm2] r2A [fm2] r2A [fm2]

(Na = 3) (Na = 4) (Na = 5)

BNL 1981 0.56(23) 0.52(25) 0.48(26)

ANL 1982 0.69(21) 0.63(23) 0.57(24)

FNAL 1983 0.63(34) 0.64(35) 0.64(35)

Joint Fit 0.54(20) 0.46(22) 0.39(23)

A. Axial radius

We begin with the axial radius, defined in Eq. (21).
While the radius by itself is not the only quantity of inter-
est to neutrino scattering observables, it is only through
the q2 ! 0 limit that a robust comparison can be made
to other processes such as pion electroproduction.

The form factor coe�cients and error matrix from the
�2 fit in Sec. VI determine the radius as

r2A = 0.46(22) fm2 . (37)

The constraint is much looser than would be obtained by
restricting to the dipole model, cf. Table IV.14 For com-
parison, let us consider the constraints from individual
experiments. Table VII gives results for Na = 3, 4, 5 free
parameters, with errors determined from the error ma-
trix in Eqs. (32) and (33). The results from individual
experiments are consistent with the joint fit. Note that
the joint fit is not simply the average of the individual
fits. This situation arises from a slight tension between
data and Gaussian coe�cient constraints (17) when com-
paring a single data set to the statistically more powerful
combined data.

B. Neutrino-nucleon quasielastic cross sections

Current and future neutrino oscillation experiments
will precisely measure neutrino mixing parameters, de-
termine the neutrino mass hierarchy, and search for pos-
sible CP violation and other new phenomena. This
program relies on accurate predictions, with quantifi-
able uncertainties, for neutrino interaction cross sections.
As the simplest examples, consider the charged-current
quasielastic cross section �(E⌫) for neutrino (antineu-
trino) scattering on an isolated neutron (proton).

The best fit cross section and uncertainty are shown
in Fig. 8, and compared to the prediction of dipole FA

with axial mass mA = 1.014(14) [54]. At representative

14
Extractions of the radius from electroproduction data are also

strongly influenced by the dipole assumption [30].
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scattering

globally describes the transition between these processes or
how they should be combined. Moreover, the full extent to
which nuclear effects impact this region is a topic that has
only recently been appreciated. Therefore, in this section, we
focus on what is currently known, both experimentally and
theoretically, about each of the exclusive final-state processes
that participate in this region.

To start, Fig. 9 summarizes the existing measurements of
CC neutrino and antineutrino cross sections across this inter-
mediate energy range

!"N ! " !X; (54)

!!"N ! " þX: (55)

These results have been accumulated over many decades
using a variety of neutrino targets and detector technologies.
We immediately notice three things from this figure. First, the
total cross sections approaches a linear dependence on neu-
trino energy. This scaling behavior is a prediction of the quark
parton model (Feynman, 1969), a topic we return to later, and
is expected if pointlike scattering off quarks dominates the
scattering mechanism, for example, in the case of deep
inelastic scattering. Such assumptions break down, of course,
at lower neutrino energies (i.e., lower momentum transfers).
Second, the neutrino cross sections at the lower energy end of
this region are not typically as well measured as their high-
energy counterparts. This is generally due to the lack of high
statistics data historically available in this energy range and
the challenges that arise when trying to describe all of the
various underlying physical processes that can participate in
this region. Third, antineutrino cross sections are typically
less well measured than their neutrino counterparts. This is
generally due to lower statistics and larger background con-
tamination present in that case.

Most of our knowledge of neutrino cross sections in
this intermediate energy range comes from early experiments
that collected relatively small data samples (tens-to-a-few-
thousand events). These measurements were conducted in

the 1970s and 1980s using either bubble chamber or spark
chamber detectors and represent a large fraction of the data
presented in the summary plots we show. Over the years,
interest in this energy region waned as efforts migrated to
higher energies to yield larger event samples and the focus
centered on measurement of electroweak parameters (sin2#W)
and structure functions in the deep inelastic scattering region.
With the discovery of neutrino oscillations and the advent of
higher intensity neutrino beams, however, this situation has
been rapidly changing. The processes discussed here are im-
portant because they form some of the dominant signal and
background channels for experiments searching for neutrino
oscillations. This is especially true for experiments that use
atmospheric or accelerator-based sources of neutrinos. With a
view to better understanding these neutrino cross sections,
new experiments such as Argon Neutrino Test (ArgoNeuT),
KEK to Kamioka (K2K), Mini Booster Neutrino Experiment
(MiniBooNE),Main INjector ExpeRiment: nu-A (MINER!A),
Main Injector Neutrino Oscillation Search (MINOS), Neutrino
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FIG. 9. Total neutrino and antineutrino per nucleon CC cross
sections (for an isoscalar target) divided by neutrino energy and
plotted as a function of energy. Data are the same as in Figs. 28, 11,
and 12, with the inclusion of additional lower energy CC inclusive
data from m (Baker et al., 1982), # (Baranov et al., 1979), j
(Ciampolillo et al., 1979), and ? (Nakajima et al., 2011). Also
shown are the various contributing processes that will be inves-
tigated in the remaining sections of this review. These contributions
include quasielastic scattering (dashed), resonance production (dot-
dashed), and deep inelastic scattering (dotted). Example predictions
for each are provided by the NUANCE generator (Casper, 2002).
Note that the quasielastic scattering data and predictions have been
averaged over neutron and proton targets and hence have been
divided by a factor of 2 for the purposes of this plot.
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the dominant reacMon mechanism for our beams 
(~GeV) is quasi-elasMc scaTering, where the 
neutrino interacts with an individual nucleon 
inside the nucleus
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The quasi-elasMc process is described by nucleon 
form factors, most of which can be extracted from 
electromagneMc processes. 

ExcepMon is axial form factor.
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q2 = 0 is essentially the only relevant shape parameter for current data at Q2 ! 1GeV2, and
introduce the formalism to systematically account for the impact of other poorly constrained
shape parameters on the determination of mA. A related study of the vector form factors of
the nucleon was presented in [9].

The paper is structured as follows. In Section 2 we discuss the application of analyticity and
dispersion relations to the axial-vector form factor of the nucleon. Section 3 presents results
for the extraction of the axial-vector form factor slope from MiniBooNE data. We illustrate
constraints imposed by our analysis on nuclear models, by determining the binding energy
parameter in the Relativistic Fermi Gas (RFG) model of Smith and Moniz [16]. Section 4 gives
an illustrative analysis of constraints on the axial mass parameter from pion electroproduction
data. Section 5 discusses the implications of our results. For completeness, Appendix A collects
formulas for the RFG nuclear model.

2 Analyticity constraints

This section provides form factor definitions and details of the model-independent parameter-
ization based on analyticity.

2.1 Form factor definitions

The nucleon matrix element of the Standard Model weak charged current is

⟨p(p′)|J+µ
W |n(p)⟩ ∝ ū(p)(p′)

{

γµF1(q
2) +

i

2mN
σµνqνF2(q

2)

+ γµγ5FA(q
2) +

1

mN
qµγ5FP (q

2)

}

u(n)(p) , (3)

where qµ = p′µ − pµ, and we have enforced time-reversal invariance and neglected isospin-
violating effects as discussed in Appendix A. The vector form factors F1(q2) and F2(q2) can be
related via isospin symmetry to the electromagnetic form factors measured in electron-nucleon
scattering. At low energy, the form factors are normalized as F1(0) = 1, F2(0) = µp − µn − 1.
For definiteness we take a common nucleon mass, mN ≡ (mp + mn)/2. Parameter values
used in the numerical analysis are listed in Table 2. In applications to quasielastic electron- or
muon-neutrino scattering, the impact of FP is suppressed by powers of the small lepton-nucleon
mass ratio. For our purposes, the pion pole approximation is sufficient,2

FP (q
2) ≈ 2m2

N

m2
π − q2

FA(q
2) . (4)

The axial-vector form factor is normalized at q2 = 0 by neutron beta decay (see Table 2).
Our main focus is on determining the q2 dependence of FA(q2) in the physical region of

2 Here and throughout, mπ = 140MeV denotes the pion mass.
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FIG. 7. Final form factor from Eqs. (31), (32) and (33).
Also shown is the dipole axial form factor with axial mass
mA = 1.014(14) GeV [54].

and the four-dimensional correlation matrix is

Cij =

0

BBB@

1 0.321 �0.677 0.761

0.321 1 �0.889 0.313

�0.677 �0.889 1 �0.689

0.761 0.313 �0.689 1

1

CCCA
. (36)

VII. APPLICATIONS

Having presented the axial form factor with errors and
correlations amongst the coe�cients, we may systemat-
ically compute derived observables that depend on this
function. We consider several applications of our results.

TABLE VII. Axial radius extracted using best values from
Table I, and default priors as discussed in the text. Note that
the joint fit is not an average, but a simultaneous fit to all of
the datasets.

dataset r2A [fm2] r2A [fm2] r2A [fm2]

(Na = 3) (Na = 4) (Na = 5)

BNL 1981 0.56(23) 0.52(25) 0.48(26)

ANL 1982 0.69(21) 0.63(23) 0.57(24)

FNAL 1983 0.63(34) 0.64(35) 0.64(35)

Joint Fit 0.54(20) 0.46(22) 0.39(23)

A. Axial radius

We begin with the axial radius, defined in Eq. (21).
While the radius by itself is not the only quantity of inter-
est to neutrino scattering observables, it is only through
the q2 ! 0 limit that a robust comparison can be made
to other processes such as pion electroproduction.
The form factor coe�cients and error matrix from the

�2 fit in Sec. VI determine the radius as

r2A = 0.46(22) fm2 . (37)

The constraint is much looser than would be obtained by
restricting to the dipole model, cf. Table IV.14 For com-
parison, let us consider the constraints from individual
experiments. Table VII gives results for Na = 3, 4, 5 free
parameters, with errors determined from the error ma-
trix in Eqs. (32) and (33). The results from individual
experiments are consistent with the joint fit. Note that
the joint fit is not simply the average of the individual
fits. This situation arises from a slight tension between
data and Gaussian coe�cient constraints (17) when com-
paring a single data set to the statistically more powerful
combined data.

B. Neutrino-nucleon quasielastic cross sections

Current and future neutrino oscillation experiments
will precisely measure neutrino mixing parameters, de-
termine the neutrino mass hierarchy, and search for pos-
sible CP violation and other new phenomena. This
program relies on accurate predictions, with quantifi-
able uncertainties, for neutrino interaction cross sections.
As the simplest examples, consider the charged-current
quasielastic cross section �(E⌫) for neutrino (antineu-
trino) scattering on an isolated neutron (proton).
The best fit cross section and uncertainty are shown

in Fig. 8, and compared to the prediction of dipole FA

with axial mass mA = 1.014(14) [54]. At representative

14
Extractions of the radius from electroproduction data are also

strongly influenced by the dipole assumption [30].

The slope of this linear funcMon is the criMcal 
number for cross secMon energy dependence

Underlying QCD theory guarantees that a smart 
choice of variable will linearize the form factor

NormalizaMon of this linear funcMon is measured 
precisely in neutron beta decay

17
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>>>>>:What do we know 
about this critical 
number?

The number seemed uncontroversial for decades:

28 HIGH-ENERGY QUASIELASTIC v„n ~@ p SCATTERING IN. . . 439

80

60
Ot

P co.

h4, =1.05 GeV

tion, the following assumptions are made: (1) time-
reversal invariance and charge symmetry, (2) partially con-
served axial-vector current (PCAC} for the small pseudo-
scalar term, and (3) isotriplet-conserved-vector-current
(CVC) hypothesis.
The first assumption, which requires all form factors to

be real, yields Eq——F~——0, leading to the absence of second
class currents. With the second assumption, Fp(Q ) is
given by

20-

Fp(Q )=2M Fg(Q~)/(Q +m ),
where

'0 2
Q' (Gev')

FICx. S. The Q distribution for the selected quasielastic
events. The solid curve represents the differential cross section
of quasielastic scattering for the neutron in deuteron.

Q'= (P —P„)'—(E„—E„)' .
The contribution to the cross section from this term in the
energy region E„&5 GeV is less than 0.1%, and conse-
quently this term is neglected. The third assumption re-
lates Fz and Fz to the isovector Sachs electric and mag-
netic form factor, Gz and G~ determined from electron-
scattering experiments as follows:

near /=0 . The shaded area corresponds to the addition-
al events found from the rescan. Using the average of the
events with P between —90 and 126 (dashed line), we
calculated the event bias to be S%%uo. This does not neces-
sarily represent the true loss of events because of the
three-point plot per event. We examined the true event
loss from the event bias in Fig. 4 by using a Monte Carlo
simulation. This event loss amounts to 8% and is not
recovered by rescanning (shaded area). Hence, a correc-
tion of 1.08+0.05 has been made to the data independent
of scanning efficiency.
Figure 5 shows the Q distribution for the quasielastic

events. The curve in Fig. 5 is the best fit obtained by us-
ing the prediction of the differential cross section for reac-
tion (2) with M~ ——1.05 GeV which was obtained from
this experiment (see Sec. III). The X value from this ftt
was found to be 15 for 20 data points for Q between 0.1
and 3 GeV . Comparing the observed Q distribution to
the fitted curve, the correction factor for Q &0.1 GeV2 is
estimated to be 1.10+0.02. The overall correction factor
including scanning-measuring efficiency is 1.34+0.07.
We note that this correction factor influences the value of
the neutrino flux but not the Mz value, because we use a
flux-independent method to determine Mq.

III. MEASUREMENT OF THE FORM FACTOR

2 2
Fy(Q') = G~(Q')+ — G (Q') 1+

4M 4M

2
' —1

Ff(Q )=[6M(Q )—GE(Q )]g ' 1+
4M

2
' —2

GE(Q }=6M(Q }(1+/) =A(Q ) 1+
My

where M~ is the vector mass, Mv ——0.84 GeV, g is the
difference between the proton and neutron anomalous
magnetic moment,

g'=}Mp—p„=3.708,
and A, (Q ) (Ref. 1S) is the correction factor for the small
deviation of the electron-scattering data from a pure di-
pole form factor. We further assume the axial-vector
form factor in a dipole form,

+g(Q )=+g(0)/(I+Q /Mg )

where the value of F~(0)=—1.23+0.01 is taken from P-
decay experiments. '
From these assumptions, the differential cross section

for the quasielastic reaction can be expressed in terms of
only one parameter, Mz, as

In the context of the V—A theory, the matrix element
for the quasielastic reaction, v&n ~p p, can be written as
a product of the hadronic weak current and the leptonic
current. ' The general form of the hadronic weak current
is written in terms of six complex form factors which are
functions of Q and characterize the nucleon structure.
These are Fs (induced scalar), Fp (induced pseudoscalar),
F~ (isovector Dirac), Ff (isovector Pauli), F~ (axial vec-
tor}, and Fr (induced tensor). The quasielastic cross sec-
tion can be expressed in terms of these six form factors.
In order to simplify the analysis of the quasielastic reac-

GMcos8c 2 2 (s u)&( ')+&( )
dQ 8rrE„M

1

C(Q2) (s
—u) (7)

where s —u =4ME„Q m&, and M =(M„+—Mp)—/2.
The values of the Fermi constant and of the Cabibbo angle
are taken to be G =1.166 32& 10 GeV and
cos8c——0.9737, respectively (see Ref. 16). The structure

extracted from deuterium bubble chamber data

Fermilab 1983

ANL 1982
BNL 1981

Ki<gaki et al. PRD 28, 436 (1983)

n p

μ-νμ

p
p

deuteron
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8
>>>>><

>>>>>:

In fact the extracMon relied on a hidden model assumpMon, 
and the true uncertainty is an order of magnitude larger 

BhaHacharya, RJH, Paz 2011

Meyer, Betancourt, Gran, RJH 2016

Introduces a ≳10% uncertainty in every neutrino-nucleus cross 
sec<on.  A wrench in the works for oscilla<on experiments. 
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>>>>>:

np

μ- νμ

Look at the process in reverse: muon capture from ground 
state of muonic hydrogen (subject of this talk) 

Improved theory analysis and 
exisMng data: already compeMMve 
with world ν-d data.  Significant 
improvements possible

What do we know 
about this critical 
number?

RJH, Kammel, Marciano, Sirlin 2017
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What do we know 
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>>>>><

>>>>>:

Not enough data from elementary target neutrino 
scaTering  
(let’s figure out what can be done: hTp://
www.int.washington.edu/PROGRAMS/18-2a/
18-2a_workshop.html )

Laece QCD is embarking on an ambiMous, long-range 
program to answer this challenge

http://www.int.washington.edu/PROGRAMS/18-2a/18-2a_workshop.html
http://www.int.washington.edu/PROGRAMS/18-2a/18-2a_workshop.html
http://www.int.washington.edu/PROGRAMS/18-2a/18-2a_workshop.html


recall scattering from extended classical charge distribution: 
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TherenormalizationconstantZ
�

2
isinheritedfrom

theelectroweaksymmetricLagrangian(2)and

Z
W
1

,Z
W
2

arefieldandcouplingrenormalizationfactorsfortheSU(2)gaugefield[77].
6

Letusbrieflyreview
therenormalizationforthescalartriplet.The1PItwopointfunctionsfor
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pointlike

|F (q2)|2

for the relativistic, QM, case, define 
radius as slope of form factor

F (q2) =

Z
d3r eiq·r⇢(r)

=

Z
d3r


1 + iq · r � 1

2
(q · r)2 + . . .

�
⇢(r)

= 1� 1

6
hr2iq2 + . . .

hJµi = �µF1 +
i

2mp
�µ⌫q⌫F2

GE = F1 +
q2

4m2
p

F2 GM = F1 + F2

r2E ⌘ 6
d

dq2
GE(q

2)

����
q2=0

22 (up to radiative corrections)

Where does the large uncertainty in FA from scattering come from?



Radius extraction requires data over a Q2 range where a simple 
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data of Bernauer et al. (A1 collaboration), PRL 105, 242001 (2010)
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coefficients in rapidly 
convergent expansion encode 
nonperturbative QCD

tcut

F (q2) =
X

k

ak[z(q
2)]k

experimental 
kinematic region

That’s ok: underlying QCD tells us that Taylor expansion of 
form factor in appropriate variable is convergent

q2

particle thresholds

z

5

where ni is the number of events in the i-th bin, and µi is
the theory prediction (7) for the bin. Errors correspond
to changes of 1.0 in the -2LL function.

Because we do not use an unbinned likelihood fit, we
do not expect precise agreement even when the original
choices of constants in Table I are used. Comparing the
first two columns of Table II, the size of the resulting sta-
tistical uncertainties are approximately equal, and there
are similar sized discrepancies in the central values. A
similar exercise was performed in Refs. [64, 73, 74], and
similar results were obtained. Having reproduced the
original analyses to the extent possible, we will proceed
with the updated constants as in the final column of Ta-
ble I.

III. z EXPANSION ANALYSIS

The dipole assumption (9) on the axial form factor
shape represents an unquantified systematic error. We
now remove this assumption, enforcing only the known
analytic structure that the form factor inherits from
QCD. We investigate the constraints from deuterium
data in this more general framework. A similar analysis
may be performed using future lattice QCD calculations
in place of deuterium data.

A. z expansion formalism

The axial form factor obeys the dispersion relation,

FA(q
2) =

1

⇡

Z 1

tcut

dt0
ImFA(t0 + i0)

t0 � q2
, (11)

where tcut = 9m2
⇡ represents the leading three-pion

threshold for states that can be produced by the axial
current. The presence of singularities along the posi-
tive real axis implies that a simple Taylor expansion of
the form factor in the variable q2 does not converge for
|q2| � 9m2

⇡ ⇡ 0.18GeV2. Consider the new variable ob-
tained by mapping the domain of analyticity onto the
unit circle [30],

z(q2, tcut, t0) =

p
tcut � q2 �

p
tcut � t0p

tcut � q2 +
p
tcut � t0

, (12)

where t0, with �1 < t0 < tcut, is an arbitrary number
that may be chosen for convenience. In terms of the new
variable we may write a convergent expansion,

FA(q
2) =

kmaxX

k=0

akz(q
2)k , (13)

where the expansion coe�cients ak are dimensionless
numbers encoding nucleon structure information.

TABLE III. Maximum value of |z| for di↵erent Q2 ranges
and choices of t0. t

optimal
0 is defined in Eq. (14).

Q2
max [GeV2] t0 |z|max

1.0 0 0.44

3.0 0 0.62

1.0 toptimal
0 (1.0GeV2) = �0.28GeV2 0.23

3.0 toptimal
0 (1.0GeV2) = �0.28GeV2 0.45

3.0 toptimal
0 (3.0GeV2) = �0.57GeV2 0.35

In any given experiment, the finite range of Q2 implies
a maximal range for |z| that is less than unity. We denote
by toptimal

0 (Q2
max) the choice which minimizes the maxi-

mum size of |z| in the range �Q2
max  q2  0. Explicitly,

toptimal
0 (Q2) = tcut(1�

p
1 +Q2

max/tcut) . (14)

Table III displays |z|max for several choices of Q2
max and

t0.
The choice of t0 can be optimized for various applica-

tions. We have in mind applications with data concen-
trated below Q2 = 1GeV2, and therefore take as default
choice,

t̄0 = toptimal
0 (1GeV2) ⇡ �0.28GeV2 , (15)

minimizing the number of parameters that are necessary
to describe data in this region. Inspection of Table III
shows that the form factor expressed as FA(z) becomes
approximately linear. For example, taking |z|max = 0.23
implies that quadratic, cubic, and quartic terms enter at
the level of ⇠ 5%, 1% and 0.3%.
The asymptotic scaling prediction from perturbative

QCD [75], FA ⇠ Q�4, implies the series of four sum
rules [34]

1X

k=n

k(k � 1) · · · (k � n+ 1)ak = 0 , n = 0, 1, 2, 3 .

(16)

We enforce the sum rules (16) on the coe�cients, en-
suring that the form factor falls smoothly to zero at
large Q2. Together with the Q2 = 0 constraint, this
leaves Na = kmax � 4 free parameters in Eq. (13). From
Eq. (16), it can be shown [34] that the coe�cients behave
as ak ⇠ k�4 at large k. We remark that the dipole ansatz
(9) implies the coe�cient scaling law |ak| ⇠ k at large k,
in conflict with perturbative QCD.
In addition to the sum rules, an examination of explicit

spectral functions and scattering data [30] motivates the
bound of

|ak/a0|  5. (17)

As noted above, from Eq. (16), the coe�cients behave as
ak ⇠ k�4 at large k. We invoke a fall-o↵ of the coe�cients
at higher order in k,

|ak/a0|  25/k , k > 5. (18)
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Reanalysis of scattering data reveals strong influence of 
shape assumptions

Errors larger, but discrepancy remains
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EPJ Web of Conferences
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Figure 13. Status of the proton radius puzzle circa 2016, with prospects for new data. The upper pane is
reproduced from Fig. 1. The middle pane shows updated results. The cyan points give updated fits to electron
scattering data using z expansion (final two points in Fig. 4, from Ref. [15]. The black point represents the 2014
CODATA [1] combination of hydrogen and electron-proton scattering determinations. The red point is from
the 2016 CREMA muonic deuterium Lamb shift measurement using the regular hydrogen-deuterium isotope
shift [73]. The bottom pane shows expected sensitivities of anticipated results in: regular hydrogen [78] (blue);
low-Q2 electron-proton scattering [90] (cyan); and muon-proton scattering [92] (magenta). See text for details.

4.5 Summary of status and prospects

Figure 13 displays the current status of the proton radius puzzle. Compared to Fig. 1, the muonic
hydrogen error bar has been increased to reflect updates and a revised treatment of TPE in Ref. [71],
and the new muonic deuterium data point has been included. The electron scattering results reflect
the treatment of form factor nonlinearities and more conservative systematic errors from Ref. [15]. In

update: Beyer et al. (Science, 2017)
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Start with the basic process

n p

μ-νμ

poorly known axial-vector form factor

�(⌫n ! µp) = | · · ·FA(q
2) · · · |2

A common ansatz for FA has been employed for the last ~40 years: 

5

C. Dipole fits

Our results for the axial form factor will di↵er from
the analyses in the original publications. These di↵er-
ences arise from a number of sources: di↵erent numerical
inputs in Table I; di↵erences in the statistical analysis
(such as fits to the binned Q2 distribution using the flux
representation (5) in place of unbinned likelihood fits);
and di↵erences in axial form factor shape assumptions.
In order to understand these di↵erences, we begin by re-
stricting attention to the dipole ansatz,

F dipole
A (q2) = FA(0)

✓
1� q2

m2
A

◆�2

, (12)

and compare to fits in the orginal publications.8

Table II gives results for fits to the dipole ansatz
(12) for the axial form factor. The table shows “flux-
independent” results from the original experiments,
which performed unbinned likelihood fits to event-level
data. Our results represent a likelihood fit to the binned
Q2 distribution of events obtained with a neutrino flux
given by smoothing the binned reconstructed neutrino
energy distribution (divided by theoretical cross section),
as described in Sec. II B. Fits to the binned log-likelihood
function are found by minimizing the function

�2log (L (µ(FA))) = 2
X

i


µi � ni + nilog

✓
ni

µi

◆�
,

(13)
where ni is the number of events in each bin and µi is
the theory prediction (10) for the bin. Errors correspond
to changes of 1.0 in the -2LL function.9

Because of the di↵erence in fit techniques, we do not
expect precise agreement even when the original choices
of constants in Table I are used. However, discrepancies
in central values for each case are below the 1� level, and
the size of the errors are approximately equal. Having
reproduced the original analyses to the extent possible,
and having updated constants as in Table I, we turn to
an investigation of axial form factor shape assumptions.

III. z EXPANSION ANALYSIS

Having fixed the datasets and analysis procedure, let
us investigate the implications of form factor shape as-
sumptions.

8
A similar exercise was performed in Refs. [3, 4, 29].

9
Errors determined by a covariance matrix analysis are in good

agreement; an explicit comparison of the two error determina-

tions is given in Sec. VI.

TABLE III. Maximum value of |z| for di↵erent Q2 ranges and
choices of t0.

Q2
max [GeV2] t0 |z|max

1.0 0 0.44

3.0 0 0.62

1.0 toptimal
0 (1.0GeV2) = �0.28GeV2 0.23

3.0 toptimal
0 (1.0GeV2) = �0.28GeV2 0.45

3.0 toptimal
0 (3.0GeV2) = �0.57GeV2 0.35

A. z expansion formalism

Let us recall that the axial form factor obeys the dis-
persion relation,

FA(q
2) =

1

⇡

Z 1

tcut

dt0
ImFA(t0 + i0)

t0 � q2
, (14)

where tcut = 9m2
⇡ represents the leading three-pion

threshold for states that can be produced by the axial
current. The presence of singularities along the posi-
tive real axis implies that a simple Taylor expansion of
the form factor in the variable q2 does not converge for
|q2| � 9m2

⇡ ⇡ 0.18GeV2. Consider the new variable ob-
tained by mapping the domain of analyticity onto the
unit circle [62],

z(q2, tcut, t0) =

p
tcut � q2 �

p
tcut � t0p

tcut � q2 +
p
tcut � t0

, (15)

where t0, with �1 < t0 < tcut, is an arbitrary number
that may be chosen for convenience. In terms of the new
variable we may write a convergent expansion,

FA(q
2) =

kmaxX

k=0

akz(q
2)k , (16)

where the expansion coe�cients ak are dimensionless
numbers encoding nucleon structure information.
In any given experiment, the finite range of Q2 implies

a maximal range for |z| that is less than unity. We denote
by toptimal

0 (Q2
max) the choice which minimizes the maxi-

mum size of |z| in the range �Q2
max  q2  0. Explicitly,

toptimal
0 (Q2) = tcut(1�

p
1 +Q2

max/tcut) . (17)

Table III displays |z|max for several choices of Q2
max and

t0.
The choice of t0 can be optimized for various applica-

tions. We have in mind applications with data concen-
trated below Q2 = 1GeV2. and therefore take as default
choice,

t̄0 = toptimal
0 (1GeV2) ⇡ �0.28GeV2 , (18)

minimizing the number of parameters that are necessary
to describe data in this region. Inspection of Table III

rA = 0.674(9) fm

6

higher order in k,

|ak/a0|  25/k , k > 5. (20)

The bounds are enforced with a Gaussian penalty on the
coe�cients entering the fit.

We investigate a range of kmax, other choices of t0,
and alternatives to Eqs. (19) and (20), which are briefly
reported in Sec. IV.

B. z expansion basic fit results

Using the same datasets and constants as described
in Sec. II and summarized in Table I, we perform fits
replacing dipole axial form factor with z expansion as
in Eq. (15). We enforce the sum rule constraints (18)
and use the default bounds on the coe�cients ak in
Eqs. (19),(20). The results are summarized in Table IV
and displayed in Figs. 1 and 2. For the Na = 4 fits in
Table IV,

[a1, a2, a3, a4]

=

8
><

>:

[2.23(10), 0.5(1.0), -5.3(2.5), 2.1(2.7)] (BNL)

[2.24(10), 0.1(0.9), -4.7(2.3), 2.6(2.7)] (ANL)

[2.02(14), -1.2(1.5), -0.7(2.9), 0.1(2.8)] (FNAL)

,

(21)

where (symmetrized) errors correspond to a change of 1.0
in the -2LL function.

For Na = 4, the shape parameter (24) is determined by
the di↵erent datasets as displayed in Eq. (21). The fits
summarized in Table IV also include variations with dif-
ferent number of free parameters. To summarize briefly,
the leading coe�cient almost does not change as more
parameters are added. This is summarized [TODO clean
the bara notation, which is introduced later.]

[a1(BNL), a1(ANL), a1(FNAL)]

=

8
><

>:

[2.22(10), 2.22(10), 2.02(14) ] , Na = 3

[2.23(10), 2.24(10), 2.02(14) ] , Na = 4

[2.21(10), 2.24(10), 2.01(14) ] , Na = 5

. (22)

As discussed after Eq. (17), z2, z3, z4, etc., terms in the z
expansion become increasingly irrelevant, corresponding
to |z|max ⌧ 1.0 in Table III. This is borne out by the
data, which determines a form factor with coe�cients of
order 1.0 that mostly don’t push the Gaussian bounds,
and the leading coe�cient is approximately the same re-
gardless of how many orders in z are used.

In addition to the full form factor, the axial “charge”
radius can be defined via the form factor slope at q2 = 0,

1

FA(0)

dFA

dq2

����
q2=0

⌘ 1

6
r2A . (23)

]2[GeV2Q
0 1 2 3

]
2

 [
e
ve

n
ts

/0
.0

6
 G

e
V

2
d
N

/d
Q

0

50

100

150
=4 z expansionaN

Dipole fit
BNL 1981 data

(a) BNL1981

]2[GeV2Q
0 1 2 3

]
2

 [
e
ve

n
ts

/0
.0

5
 G

e
V

2
d
N

/d
Q

0

100

200

=4 z expansionaN

Dipole fit
ANL 1982 data

(b) ANL1982

]2[GeV2Q
0 1 2 3

]
2

 [
e
ve

n
ts

/0
.1

0
 G

e
V

2
d
N

/d
Q

0

20

40

60

80

=4 z expansionaN

Dipole fit
FNAL 1983 data

(c) FNAL1983

FIG. 1. Experimental data and best fit curves corresponding
to dipole and Na = 4 z expansion in Table IV.

This quantity is sensitive to all the coe�cients in the
expansion, and Table IV illustrates that it is poorly con-
strained, except the case with the restrictive dipole as-
sumption. We will provide a final value for the axial

Typically quoted uncertainties are (too) small (e.g. compared to proton 
charge form factor!)

Inconsistent with QCD. 

Similar analysis with neutrino scattering:
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n p

μ-νμ

p
p

deuteron

Deuterium bubble chamber data Fermilab 15-foot deuterium bubble chamber, 
PRD 28, 436 (1983)

• small statistics, ~3000 events in world data

• small(-ish) nuclear effects

• small(-ish) experimental uncertainties 

28 HIGH-ENERGY QUASIELASTIC v„n ~@ p SCATTERING IN. . . 439

80

60
Ot

P co.
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tion, the following assumptions are made: (1) time-
reversal invariance and charge symmetry, (2) partially con-
served axial-vector current (PCAC} for the small pseudo-
scalar term, and (3) isotriplet-conserved-vector-current
(CVC) hypothesis.
The first assumption, which requires all form factors to

be real, yields Eq——F~——0, leading to the absence of second
class currents. With the second assumption, Fp(Q ) is
given by

20-

Fp(Q )=2M Fg(Q~)/(Q +m ),
where

'0 2
Q' (Gev')

FICx. S. The Q distribution for the selected quasielastic
events. The solid curve represents the differential cross section
of quasielastic scattering for the neutron in deuteron.

Q'= (P —P„)'—(E„—E„)' .
The contribution to the cross section from this term in the
energy region E„&5 GeV is less than 0.1%, and conse-
quently this term is neglected. The third assumption re-
lates Fz and Fz to the isovector Sachs electric and mag-
netic form factor, Gz and G~ determined from electron-
scattering experiments as follows:

near /=0 . The shaded area corresponds to the addition-
al events found from the rescan. Using the average of the
events with P between —90 and 126 (dashed line), we
calculated the event bias to be S%%uo. This does not neces-
sarily represent the true loss of events because of the
three-point plot per event. We examined the true event
loss from the event bias in Fig. 4 by using a Monte Carlo
simulation. This event loss amounts to 8% and is not
recovered by rescanning (shaded area). Hence, a correc-
tion of 1.08+0.05 has been made to the data independent
of scanning efficiency.
Figure 5 shows the Q distribution for the quasielastic

events. The curve in Fig. 5 is the best fit obtained by us-
ing the prediction of the differential cross section for reac-
tion (2) with M~ ——1.05 GeV which was obtained from
this experiment (see Sec. III). The X value from this ftt
was found to be 15 for 20 data points for Q between 0.1
and 3 GeV . Comparing the observed Q distribution to
the fitted curve, the correction factor for Q &0.1 GeV2 is
estimated to be 1.10+0.02. The overall correction factor
including scanning-measuring efficiency is 1.34+0.07.
We note that this correction factor influences the value of
the neutrino flux but not the Mz value, because we use a
flux-independent method to determine Mq.

III. MEASUREMENT OF THE FORM FACTOR

2 2
Fy(Q') = G~(Q')+ — G (Q') 1+

4M 4M

2
' —1

Ff(Q )=[6M(Q )—GE(Q )]g ' 1+
4M

2
' —2

GE(Q }=6M(Q }(1+/) =A(Q ) 1+
My

where M~ is the vector mass, Mv ——0.84 GeV, g is the
difference between the proton and neutron anomalous
magnetic moment,

g'=}Mp—p„=3.708,
and A, (Q ) (Ref. 1S) is the correction factor for the small
deviation of the electron-scattering data from a pure di-
pole form factor. We further assume the axial-vector
form factor in a dipole form,

+g(Q )=+g(0)/(I+Q /Mg )

where the value of F~(0)=—1.23+0.01 is taken from P-
decay experiments. '
From these assumptions, the differential cross section

for the quasielastic reaction can be expressed in terms of
only one parameter, Mz, as

In the context of the V—A theory, the matrix element
for the quasielastic reaction, v&n ~p p, can be written as
a product of the hadronic weak current and the leptonic
current. ' The general form of the hadronic weak current
is written in terms of six complex form factors which are
functions of Q and characterize the nucleon structure.
These are Fs (induced scalar), Fp (induced pseudoscalar),
F~ (isovector Dirac), Ff (isovector Pauli), F~ (axial vec-
tor}, and Fr (induced tensor). The quasielastic cross sec-
tion can be expressed in terms of these six form factors.
In order to simplify the analysis of the quasielastic reac-

GMcos8c 2 2 (s u)&( ')+&( )
dQ 8rrE„M

1

C(Q2) (s
—u) (7)

where s —u =4ME„Q m&, and M =(M„+—Mp)—/2.
The values of the Fermi constant and of the Cabibbo angle
are taken to be G =1.166 32& 10 GeV and
cos8c——0.9737, respectively (see Ref. 16). The structure

Best source of almost-free neutrons: deuterium

ANL 12-foot deuterium bubble chamber, 
PRD 26, 537 (1982)

BNL 7-foot deuterium bubble chamber, 
PRD23, 2499 (1981)

also:
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12

with extended range in energy and Q2 is given by Shen
et al. in Ref. [70].12 The Shen et al. model is overlaid
with the original Singh model as well as the free neutron
model in Fig. 6. The Shen et al. model deviates sub-
stantially from the free-neutron result at the ⇠ 20% level
over a broad Q2 range. These models do not constitute
an estimate of the uncertainty on deuteron corrections,
but suggest an avenue for future work even if there are
no future measurements on deuterium.

Assuming an energy independent, but Q2 dependent,
deuteron correction, the change in the fit results can
be compared. For illustration, we employ the results
of Ref. [70] at E⌫ = 1GeV, and limit attention to
Q2  1GeV2, i.e., the configuration of Table V and
Eq. (25). Shape parameter and minimum �2LL values
are

BNL : [ā1, �2LL] =

(
[1.99(15), 27.0] (Singh)

[2.16(14), 25.1] (Shen et al.)
,

ANL : [ā1, �2LL] =

(
[2.29(14), 30.5] (Singh)

[2.46(13), 29.2] (Shen et al.)
,

FNAL : [ā1, �2LL] =

(
[1.88(25), 8.2] (Singh)

[2.00(25), 9.1] (Shen et al.)
.

(30)

The extracted form factor shifts to mimic the di↵erence
in the curves in Fig. 6, and there is slight improvement
in fit quality for two of the three data sets.

D. Final systematic error budget

The most important systematic uncertainties are the
two that significantly modify the Q2 distribution: ac-
ceptance corrections and the deuteron correction. In our
final analysis, we modify the original fits displayed in Ta-
ble V. First, we allow a correlated acceptance correction
as in Eq. (28). Second, we include a 10% error added
in quadrature to statistical error in each Q2 bin to ac-
count for residual deuteron or other systematic correc-
tions, as described at the end of Sec. IVB. With these
corrections in place, we perform a �2 fit to all data up to
Q2 = 1GeV2. The neglect of data above Q2 = 1GeV2

has only minor impact on the extraction of FA(q2), and
allows a simple treatment of these combined uncertain-
ties with full covariance using a �2 fit.

As an alternative, we also provide a log-likelihood fit to
the data up to Q2 = 3GeV2, but without inflated errors
to account for deuterium and other residual systematics.
This has the benefit of including data over the entire
kinematic range, but omits sources of systematic error
that would need to be treated separately.

12
See also Ref. [80].

VI. AXIAL FORM FACTOR EXTRACTION

The best axial form factor is extracted from a joint fit
to the three datasets. We choose Na = 4 free parameters
with t0 = toptimal

0 (1GeV2) and data with Q2  1GeV2.
As discussed above, this corresponds to a kmax = 8 z
expansion, where five linear combinations of coe�cients
are fixed by the Q2 = 0 constraint and by the four sum
rules (16). The acceptance correction free parameter is
independent for each experiment in the joint fit.
Our knowledge of the axial form factor resulting from

deuterium scattering data is summarized by constraints
on the coe�cients ak. Central values and 1� errors de-
termined from ��2 = 1 are13

[a1, a2, a3, a4] = [2.30(13),�0.6(1.0),�3.8(2.5), 2.3(2.7)] .
(31)

The diagonal entries of the error (covariance) matrix,
computed from the inverse of the Hessian matrix for
�2({ak}), are

Ediag. = [0.0154, 1.08, 6.54, 7.40] . (32)

Note that (Ediag.)i ⇡ (�ai)2, reflecting approximately
Gaussian behavior. The four-dimensional correlation
matrix is

Cij =

0

BBB@

1 0.350 �0.678 0.611

0.350 1 �0.898 0.367

�0.678 �0.898 1 �0.685

0.611 0.367 �0.685 1

1

CCCA
. (33)

and as usual the error matrix is given by Eij = �ai�ajCij .
This description can be systematically improved when
and if further data or externally constrained deuterium
models become available. The form factor is plotted ver-
sus Q2 and versus z in Fig. 7, and compared with a pre-
vious world average dipole form factor from Ref. [53]
We also provide an alternate log-likelihood determina-

tion of the axial form factor to the range Q2 < 3.0 GeV2,
but without deuteron systematic corrections. Central
values and 1� errors determined from �(�2LL) = 1 are

[a1, a2, a3, a4] = [2.28(8), 0.25(95),�5.2(2.3), 2.6(2.7)] .
(34)

The diagonal entries of the error matrix are

Ediag = [0.00635, 0.781, 4.49, 6.87] , (35)

13
The complete specification for the form factor involves the

normalization gA = �1.2723 from Table I; the pion mass

m⇡ = 0.14GeV employed in the specification of tcut = 9m2
⇡

in Eq. (12); and the choice t0 = �0.28GeV
2
. The remaining co-

e�cients, a0, a5, a6, a7 and a8, are determined by FA(0) = gA,

and by the sum rule constraints (16); for ease of comparison

we list the complete list of central values here: [a0, · · · , a8] =

[�0.759, 2.30,�0.6,�3.8, 2.3, 2.16,�0.896,�1.58, 0.823].
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with extended range in energy and Q2 is given by Shen
et al. in Ref. [70].12 The Shen et al. model is overlaid
with the original Singh model as well as the free neutron
model in Fig. 6. The Shen et al. model deviates sub-
stantially from the free-neutron result at the ⇠ 20% level
over a broad Q2 range. These models do not constitute
an estimate of the uncertainty on deuteron corrections,
but suggest an avenue for future work even if there are
no future measurements on deuterium.

Assuming an energy independent, but Q2 dependent,
deuteron correction, the change in the fit results can
be compared. For illustration, we employ the results
of Ref. [70] at E⌫ = 1GeV, and limit attention to
Q2  1GeV2, i.e., the configuration of Table V and
Eq. (25). Shape parameter and minimum �2LL values
are
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[1.99(15), 27.0] (Singh)

[2.16(14), 25.1] (Shen et al.)
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[1.88(25), 8.2] (Singh)
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The extracted form factor shifts to mimic the di↵erence
in the curves in Fig. 6, and there is slight improvement
in fit quality for two of the three data sets.

D. Final systematic error budget

The most important systematic uncertainties are the
two that significantly modify the Q2 distribution: ac-
ceptance corrections and the deuteron correction. In our
final analysis, we modify the original fits displayed in Ta-
ble V. First, we allow a correlated acceptance correction
as in Eq. (28). Second, we include a 10% error added
in quadrature to statistical error in each Q2 bin to ac-
count for residual deuteron or other systematic correc-
tions, as described at the end of Sec. IVB. With these
corrections in place, we perform a �2 fit to all data up to
Q2 = 1GeV2. The neglect of data above Q2 = 1GeV2

has only minor impact on the extraction of FA(q2), and
allows a simple treatment of these combined uncertain-
ties with full covariance using a �2 fit.

As an alternative, we also provide a log-likelihood fit to
the data up to Q2 = 3GeV2, but without inflated errors
to account for deuterium and other residual systematics.
This has the benefit of including data over the entire
kinematic range, but omits sources of systematic error
that would need to be treated separately.

12
See also Ref. [80].

VI. AXIAL FORM FACTOR EXTRACTION

The best axial form factor is extracted from a joint fit
to the three datasets. We choose Na = 4 free parameters
with t0 = toptimal

0 (1GeV2) and data with Q2  1GeV2.
As discussed above, this corresponds to a kmax = 8 z
expansion, where five linear combinations of coe�cients
are fixed by the Q2 = 0 constraint and by the four sum
rules (16). The acceptance correction free parameter is
independent for each experiment in the joint fit.
Our knowledge of the axial form factor resulting from

deuterium scattering data is summarized by constraints
on the coe�cients ak. Central values and 1� errors de-
termined from ��2 = 1 are13

[a1, a2, a3, a4] = [2.30(13),�0.6(1.0),�3.8(2.5), 2.3(2.7)] .
(31)

The diagonal entries of the error (covariance) matrix,
computed from the inverse of the Hessian matrix for
�2({ak}), are

Ediag. = [0.0154, 1.08, 6.54, 7.40] . (32)

Note that (Ediag.)i ⇡ (�ai)2, reflecting approximately
Gaussian behavior. The four-dimensional correlation
matrix is

Cij =

0
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0.350 1 �0.898 0.367

�0.678 �0.898 1 �0.685
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and as usual the error matrix is given by Eij = �ai�ajCij .
This description can be systematically improved when
and if further data or externally constrained deuterium
models become available. The form factor is plotted ver-
sus Q2 and versus z in Fig. 7, and compared with a pre-
vious world average dipole form factor from Ref. [53]
We also provide an alternate log-likelihood determina-

tion of the axial form factor to the range Q2 < 3.0 GeV2,
but without deuteron systematic corrections. Central
values and 1� errors determined from �(�2LL) = 1 are

[a1, a2, a3, a4] = [2.28(8), 0.25(95),�5.2(2.3), 2.6(2.7)] .
(34)

The diagonal entries of the error matrix are

Ediag = [0.00635, 0.781, 4.49, 6.87] , (35)

13
The complete specification for the form factor involves the

normalization gA = �1.2723 from Table I; the pion mass

m⇡ = 0.14GeV employed in the specification of tcut = 9m2
⇡

in Eq. (12); and the choice t0 = �0.28GeV
2
. The remaining co-

e�cients, a0, a5, a6, a7 and a8, are determined by FA(0) = gA,

and by the sum rule constraints (16); for ease of comparison

we list the complete list of central values here: [a0, · · · , a8] =

[�0.759, 2.30,�0.6,�3.8, 2.3, 2.16,�0.896,�1.58, 0.823].

• FA with complete error budget: 
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FIG. 7. Final form factor from Eqs. (31), (32) and (33).
Also shown is the dipole axial form factor with axial mass
mA = 1.014(14) GeV [54].

and the four-dimensional correlation matrix is

Cij =

0

BBB@

1 0.321 �0.677 0.761

0.321 1 �0.889 0.313

�0.677 �0.889 1 �0.689

0.761 0.313 �0.689 1

1

CCCA
. (36)

VII. APPLICATIONS

Having presented the axial form factor with errors and
correlations amongst the coe�cients, we may systemat-
ically compute derived observables that depend on this
function. We consider several applications of our results.

TABLE VII. Axial radius extracted using best values from
Table I, and default priors as discussed in the text. Note that
the joint fit is not an average, but a simultaneous fit to all of
the datasets.

dataset r2A [fm2] r2A [fm2] r2A [fm2]

(Na = 3) (Na = 4) (Na = 5)

BNL 1981 0.56(23) 0.52(25) 0.48(26)

ANL 1982 0.69(21) 0.63(23) 0.57(24)

FNAL 1983 0.63(34) 0.64(35) 0.64(35)

Joint Fit 0.54(20) 0.46(22) 0.39(23)

A. Axial radius

We begin with the axial radius, defined in Eq. (21).
While the radius by itself is not the only quantity of inter-
est to neutrino scattering observables, it is only through
the q2 ! 0 limit that a robust comparison can be made
to other processes such as pion electroproduction.
The form factor coe�cients and error matrix from the

�2 fit in Sec. VI determine the radius as

r2A = 0.46(22) fm2 . (37)

The constraint is much looser than would be obtained by
restricting to the dipole model, cf. Table IV.14 For com-
parison, let us consider the constraints from individual
experiments. Table VII gives results for Na = 3, 4, 5 free
parameters, with errors determined from the error ma-
trix in Eqs. (32) and (33). The results from individual
experiments are consistent with the joint fit. Note that
the joint fit is not simply the average of the individual
fits. This situation arises from a slight tension between
data and Gaussian coe�cient constraints (17) when com-
paring a single data set to the statistically more powerful
combined data.

B. Neutrino-nucleon quasielastic cross sections

Current and future neutrino oscillation experiments
will precisely measure neutrino mixing parameters, de-
termine the neutrino mass hierarchy, and search for pos-
sible CP violation and other new phenomena. This
program relies on accurate predictions, with quantifi-
able uncertainties, for neutrino interaction cross sections.
As the simplest examples, consider the charged-current
quasielastic cross section �(E⌫) for neutrino (antineu-
trino) scattering on an isolated neutron (proton).
The best fit cross section and uncertainty are shown

in Fig. 8, and compared to the prediction of dipole FA

with axial mass mA = 1.014(14) [54]. At representative

14
Extractions of the radius from electroproduction data are also

strongly influenced by the dipole assumption [30].
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VII. APPLICATIONS

Having presented the axial form factor with errors and
correlations amongst the coe�cients, we may systemat-
ically compute derived observables that depend on this
function. We consider several applications of our results.

TABLE VII. Axial radius extracted using best values from
Table I, and default priors as discussed in the text. Note that
the joint fit is not an average, but a simultaneous fit to all of
the datasets.

dataset r2A [fm2] r2A [fm2] r2A [fm2]

(Na = 3) (Na = 4) (Na = 5)

BNL 1981 0.56(23) 0.52(25) 0.48(26)

ANL 1982 0.69(21) 0.63(23) 0.57(24)

FNAL 1983 0.63(34) 0.64(35) 0.64(35)

Joint Fit 0.54(20) 0.46(22) 0.39(23)

A. Axial radius

We begin with the axial radius, defined in Eq. (21).
While the radius by itself is not the only quantity of inter-
est to neutrino scattering observables, it is only through
the q2 ! 0 limit that a robust comparison can be made
to other processes such as pion electroproduction.
The form factor coe�cients and error matrix from the

�2 fit in Sec. VI determine the radius as

r2A = 0.46(22) fm2 . (37)

The constraint is much looser than would be obtained by
restricting to the dipole model, cf. Table IV.14 For com-
parison, let us consider the constraints from individual
experiments. Table VII gives results for Na = 3, 4, 5 free
parameters, with errors determined from the error ma-
trix in Eqs. (32) and (33). The results from individual
experiments are consistent with the joint fit. Note that
the joint fit is not simply the average of the individual
fits. This situation arises from a slight tension between
data and Gaussian coe�cient constraints (17) when com-
paring a single data set to the statistically more powerful
combined data.

B. Neutrino-nucleon quasielastic cross sections

Current and future neutrino oscillation experiments
will precisely measure neutrino mixing parameters, de-
termine the neutrino mass hierarchy, and search for pos-
sible CP violation and other new phenomena. This
program relies on accurate predictions, with quantifi-
able uncertainties, for neutrino interaction cross sections.
As the simplest examples, consider the charged-current
quasielastic cross section �(E⌫) for neutrino (antineu-
trino) scattering on an isolated neutron (proton).
The best fit cross section and uncertainty are shown

in Fig. 8, and compared to the prediction of dipole FA

with axial mass mA = 1.014(14) [54]. At representative

14
Extractions of the radius from electroproduction data are also

strongly influenced by the dipole assumption [30].
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Derived observables:  1) axial radius

6

higher order in k,

|ak/a0|  25/k , k > 5. (20)

The bounds are enforced with a Gaussian penalty on the
coe�cients entering the fit.

We investigate a range of kmax, other choices of t0,
and alternatives to Eqs. (19) and (20), which are briefly
reported in Sec. IV.

B. z expansion basic fit results

Using the same datasets and constants as described
in Sec. II and summarized in Table I, we perform fits
replacing dipole axial form factor with z expansion as
in Eq. (15). We enforce the sum rule constraints (18)
and use the default bounds on the coe�cients ak in
Eqs. (19),(20). The results are summarized in Table IV
and displayed in Figs. 1 and 2. For the Na = 4 fits in
Table IV,

[a1, a2, a3, a4]

=

8
><

>:

[2.23(10), 0.5(1.0), -5.3(2.5), 2.1(2.7)] (BNL)

[2.24(10), 0.1(0.9), -4.7(2.3), 2.6(2.7)] (ANL)

[2.02(14), -1.2(1.5), -0.7(2.9), 0.1(2.8)] (FNAL)

,

(21)

where (symmetrized) errors correspond to a change of 1.0
in the -2LL function.

For Na = 4, the shape parameter (24) is determined by
the di↵erent datasets as displayed in Eq. (21). The fits
summarized in Table IV also include variations with dif-
ferent number of free parameters. To summarize briefly,
the leading coe�cient almost does not change as more
parameters are added. This is summarized [TODO clean
the bara notation, which is introduced later.]

[a1(BNL), a1(ANL), a1(FNAL)]

=

8
><

>:

[2.22(10), 2.22(10), 2.02(14) ] , Na = 3

[2.23(10), 2.24(10), 2.02(14) ] , Na = 4

[2.21(10), 2.24(10), 2.01(14) ] , Na = 5

. (22)

As discussed after Eq. (17), z2, z3, z4, etc., terms in the z
expansion become increasingly irrelevant, corresponding
to |z|max ⌧ 1.0 in Table III. This is borne out by the
data, which determines a form factor with coe�cients of
order 1.0 that mostly don’t push the Gaussian bounds,
and the leading coe�cient is approximately the same re-
gardless of how many orders in z are used.

In addition to the full form factor, the axial “charge”
radius can be defined via the form factor slope at q2 = 0,

1

FA(0)

dFA

dq2

����
q2=0

⌘ 1

6
r2A . (23)
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FIG. 1. Experimental data and best fit curves corresponding
to dipole and Na = 4 z expansion in Table IV.

This quantity is sensitive to all the coe�cients in the
expansion, and Table IV illustrates that it is poorly con-
strained, except the case with the restrictive dipole as-
sumption. We will provide a final value for the axial

• order of magnitude larger uncertainty compared to historical dipole fits

• impacts comparison to other data, e.g. pion electroproduction, muon 
capture
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FIG. 7. Final form factor from Eqs. (31), (32) and (33).
Also shown are results using dipole axial form factor with
axial mass mA = 1.014(14) GeV [53].

and the four-dimensional correlation matrix is

Cij =

0
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VII. APPLICATIONS

Having presented the axial form factor with errors and
correlations amongst the coe�cients, we may systemat-
ically compute derived observables that depend on this
function. We consider several applications of our results.

TABLE VII. Axial radius extracted using best values from
Table I, and default priors as discussed in the text. Note that
the joint fit is not an average, but a simultaneous fit to all of
the datasets.

dataset r2A [fm2] r2A [fm2] r2A [fm2]

(Na = 3) (Na = 4) (Na = 5)

BNL 1981 0.56(23) 0.52(25) 0.48(26)

ANL 1982 0.69(21) 0.63(23) 0.57(24)

FNAL 1983 0.63(34) 0.64(35) 0.64(35)

Joint Fit 0.54(20) 0.46(22) 0.39(23)

A. Axial radius

We begin with the axial radius, defined in Eq. (21).
While the radius by itself is not the only quantity of inter-
est to neutrino scattering observables, it is only through
the q2 ! 0 limit that a robust comparison can be made
to other processes such as pion electroproduction.
The form factor coe�cients and error matrix from the

�2 fit in Sec. VI determine the radius as

r2A = 0.46(22) fm2 . (37)

The constraint is much looser than would be obtained by
restricting to the dipole model, cf. Table IV.14 For com-
parison, let us consider the constraints from individual
experiments. Table VII gives results for Na = 3, 4, 5 free
parameters, with errors determined from the error ma-
trix in Eqs. (32) and (33). The results from individual
experiments are consistent with the joint fit. Note that
the joint fit is not simply the average of the individual
fits. This situation arises from a slight tension between
data and Gaussian coe�cient constraints (17) when com-
paring a single data set to the statistically more powerful
combined data.

B. Neutrino-nucleon quasielastic cross sections

Current and future neutrino oscillation experiments
will precisely measure neutrino mixing parameters, de-
termine the neutrino mass hierarchy, and search for pos-
sible CP violation and other new phenomena. This
program relies on accurate predictions, with quantifi-
able uncertainties, for neutrino interaction cross sections.
As the simplest examples, consider the charged-current
quasielastic cross section �(E⌫) for neutrino (antineu-
trino) scattering on an isolated neutron (proton).
The best fit cross section and uncertainty are shown

in Fig. 8, and compared to the prediction of dipole FA

with axial mass mA = 1.014(14) [53]. At representative

14
Extractions of the radius from electroproduction data are also

strongly influenced by the dipole assumption [30].
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Derived observables:  2) neutrino-nucleon quasi elastic cross sections
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FIG. 8. Free nucleon CCQE cross section computed
from Eqs. (31), (32) and (33), for neutrino-neutron (top)
and antineutrino-proton (bottom) scattering. Also shown
are results using dipole axial form factor with axial mass
mA = 1.014(14) GeV [54].

energies, the cross sections and uncertainties shown in
Fig. 8 are

�⌫n!µp(E⌫ = 1GeV) = 10.1(0.9)⇥ 10�39 cm2 ,

�⌫n!µp(E⌫ = 3GeV) = 9.6(0.9)⇥ 10�39 cm2 , (38)

for neutrinos and

�⌫̄p!µn(E⌫ = 1GeV) = 3.83(23)⇥ 10�39 cm2 ,

�⌫̄p!µn(E⌫ = 3GeV) = 6.47(47)⇥ 10�39 cm2 , (39)

for antineutrinos.
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FIG. 9. Cross section for charged-current quasielastic events
from the MINERvA experiment [55] as a function of re-
constructed Q2, compared with prediction using relativistic
Fermi gas nuclear model with z expansion axial form factor
extracted from deuterium data. MINERvA data uses an up-
dated flux prediction from [81]. Also shown are results using
the same nuclear model but dipole form factor with axial mass
mA = 1.014(14) GeV [54].

C. Neutrino nucleus cross sections

Connecting nucleon-level information to experimen-
tally observed neutrino-nucleus scattering cross sections
requires data-driven modeling of nuclear e↵ects. Our
description of the axial form factor and uncertainty in
Eqs. (31), (32), and (33) can be readily implemented
in neutrino event generators that interface with nuclear
models.15

A multitude of studies and comparisons are possible.
As illustration, consider MINERvA quasielastic data on
carbon [55]. Figure 9 shows a comparison of the Q2 dis-
tribution of measured events with the predictions from
our FA(q2), using a relativistic Fermi gas nuclear model
in the default configuration of the GENIE v2.8 neutrino
event generator [6]. For comparison, we display the result
obtained using a dipole FA with axial mass central value
and error as quoted in the world average of Ref. [54]. The
central curves di↵er in their kinematic dependence, and
the dipole result severely underestimates the uncertainty
propagated from deuterium data.
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1 Introduction54

Muonic hydrogen, the electromagnetic bound state of a muon and proton, is a theoretically pristine atomic55

system. As far as we know, it is governed by the same interactions as ordinary hydrogen, but with the56

electron of mass 0.511 MeV replaced by the heavier muon of mass 106 MeV, an example of electron-muon57

universality. That mass enhancement (⇠207) manifests itself in much larger atomic energy spacings and a58

smaller Bohr radius of 2.56⇥10�3Å. This places the muonic hydrogen size about halfway (logarithmically)59

between the atomic angstrom and the nuclear fermi (1 fm = 10�5Å) scale.60

Those di↵erences make muonic hydrogen very sensitive to otherwise tiny e↵ects such as those due to61

proton size and nucleon structure parameters governing weak interaction phenomenology. Indeed, muonic62

hydrogen Lamb shift spectroscopy [1, 2] has provided a spectacularly improved measurement of the proton63

charge radius that di↵ers by about 7 standard deviations from the previously accepted value inferred from64

ordinary hydrogen and electron-proton scattering [3]. (That so called Proton Radius Puzzle is currently65

unresolved [4–6]). Similarly, the larger muon mass kinematically allows the weak muon capture process66

depicted in Fig. 1,67

µ
� + p ! ⌫µ + n , (1)

to proceed, while ordinary hydrogen is (fortunately for our existence) stable.68

W
+

p

µ
�

n

⌫µ

Figure 1: Muon capture on the proton, µ
�
p ! ⌫µn, via charged W boson exchange.

Weak muon capture in nuclei has provided a historically important probe of weak interactions and a69

window for studying nuclear structure. In particular, weak capture in muonic hydrogen is a sensitive probe70

of the induced pseudoscalar component of the axial current p ! n matrix element which is well predicted71

from the chiral properties of QCD. However, early experimental determinations of that pseudoscalar72

coupling, ḡP ,1 had, for some time, appeared problematic [7]. All ḡP extractions from ordinary muon73

capture in hydrogen su↵ered from limited precision, while the more sensitive extraction from radiative74

muon capture [8] disagreed with ordinary muon capture and the solid prediction of Chiral Perturbation75

Theory (�PT) [9–13]. An important underlying contribution to this problem was the chemical activity of76

muonic hydrogen, which like its electronic sibling, can form molecular ions, (ppµ)+. The highly spin de-77

pendent weak interaction leads to very di↵erent capture rates from various muonic atomic and molecular78

states. Thus, atomic physics processes like ortho-para transitions in the muonic molecule, which flip the79

proton spins, significantly change the observed weak capture rates and often clouded the interpretation80

of experimental results in the 55-year history of this field. Unfortunately, the uncertainty induced by81

molecular transitions was particularly severe for the most precise measurements which were performed82

with high density liquid hydrogen targets, where, because of rapid ppµ formation, essentially capture from83

the molecule, not the pµ atom, is observed. This problem was resolved by the MuCap Collaboration at84

1The quantity ḡP is defined at the characteristic momentum q2
0 for muon capture, see Eqs. (8),(23) below.

3

muon capture from ground state of muonic hydrogen: 

- probes axial nucleon structure: FP, FA 

- already competitive determination of rA

- potential for significant improvement
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A determinations. Section 6 concludes with a summary of our results and an

outlook for the future.

2 Muon capture theory update

The weak capture process, Eq. (1), from a muonic hydrogen bound state is a multi-scale field theory
calculational problem, involving electroweak, hadronic and atomic mass scales. In this section, we review
the essential ingredients of this problem before discussing the status of phenomenological inputs and the
numerical evaluation of the capture rate.

2.1 Preliminaries

For processes at low energy, E ⌧ mW , where mW ⇡ 80 GeV is the weak charged vector boson mass, the
influence of heavy particles and other physics at the weak scale is rigorously encoded in the parameters
of an e↵ective Lagrangian containing four-fermion operators. For muon capture the relevant e↵ective
Lagrangian is

L = �
GF Vud
p

2
⌫̄µ�

µ(1 � �5)µ d̄�µ(1 � �5)u + H.c. + . . . , (3)

where GF and Vud are the Fermi constant and the CKM up-down quark mixing parameter respectively (cf.
Table 2), and the ellipsis denotes e↵ects of radiative corrections. Atomic physics of the muonic hydrogen
system is described by the e↵ective Hamiltonian,

H =
p
2

2mr
�
↵

r
+ �VVP � i

G
2
F |Vud|

2

2

⇥
c0 + c1(sµ + sp)

2
⇤
�
3(r) , (4)

where mr = mµmp/(mµ + mp) is the reduced mass, �VVP accounts for electron vacuum polarization as
discussed below, and sµ, sp are muon and proton spins. The annihilation process is described by an
anti-Hermitian component of H [25]. Since the weak annihilation is a short-distance process compared
to atomic length scales, this anti-Hermitian component can be expanded as a series of local operators.
At the current level of precision terms beyond the leading one, �3(r), are irrelevant [25]. Relativistic
corrections to the Coulomb interaction in Eq. (4) are similarly irrelevant [26]. In both cases, neglected
operators contribute at relative order v

2
/c

2
⇠ ↵

2, where v is the nonrelativistic bound state velocity.
Electron vacuum polarization enters formally at order ↵2, but is enhanced by a factor mµ/me making it
e↵ectively a first order correction [27, 28].

Having determined the structure of the e↵ective Hamiltonian (4), the numbers ci are determined by a
matching condition with the quark level theory (3). The annihilation rate in the 1S state is then computed
from H to be

⇤ = G
2
F |Vud|

2
⇥ [c0 + c1F (F + 1)] ⇥ | 1S(0)|2 + . . . , (5)

where | 1S(0)|2 = m
3
r↵

3
/⇡ is the ground state wavefunction at the origin squared and F is the total spin

(F = 0 for singlet, F = 1 for triplet). Equation (5), with ci expressed in terms of hadronic form factors
(cf. Eq. (7) below), exhibits the factorization of the process into e↵ects arising from weak, hadronic and
atomic scales.
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perturbative matching

nonperturbative matching

L = LSM

weak hadronic atomic

}
factorization:

} }
2.2 Tree level calculation

Hadronic physics in the nucleon matrix elements of the vector and axial-vector quark currents of Eq. (3)
is parameterized as:3

hn|(V µ
� A

µ)|pi = ūn


F1(q

2)�µ+
iF2(q

2)

2mN
�

µ⌫
q⌫ � FA(q2)�µ

�
5
�

FP (q2)

mN
q
µ
�

5

+
FS(q2)

mN
q
µ
�

iFT (q2)

2mN
�

µ⌫
q⌫�

5

�
up + . . . , (6)

where V
µ
� A

µ = d̄�
µ
u � d̄�

µ
�5u, and the ellipsis again denotes e↵ects of radiative corrections. For

definiteness we employ the average nucleon mass mN ⌘ (mn + mp)/2. The form factors FS and FT are
so-called second class amplitudes that violate G parity and are suppressed by isospin violating quark
masses or electromagnetic couplings [30–33]. They would appear in the capture rate, Eq. (7) below,
accompanied by an additional factor mµ/mN relative to F1 and FA. Similar to isospin violating e↵ects in
F2(0), discussed below in Sec. 2.4, power counting predicts negligible impact of FS and FT at the permille
level; we thus ignore them in the following discussion.

The ci in Eq. (5) are determined by matching the quark level theory (3) to the nucleon level theory (4),
using the hadronic matrix elements (6). This matching is accomplished by enforcing, e.g., equality of the
annihilation rate for µp ! ⌫µn computed in both theories for the limit of free particles, with the proton
and muon at rest. For the coe�cients corresponding to singlet and triplet decay rates, this yields [16, 34]
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where the initial state mass is M ⌘ mµ+mp, the neutrino energy is E⌫ ⌘ (M2
�m

2
n)/2M = 99.1482 MeV,

and the invariant momentum transfer is

q
2
0 ⌘ m

2
µ � 2mµE⌫ = �0.8768 m

2
µ. (8)

Since the matching is performed with free particle states, the quantities M , E⌫ and q
2
0 are defined inde-

pendent of the atomic binding energy, as necessary for determination of the state-independent coe�cients
ci of the e↵ective Hamiltonian (4).4

The amplitudes (7) can also be expressed as an expansion in �PT [12, 35–37]. However, the general
formulas in Eq. (7) allow us to more directly implement and interpret experimental constraints on the
form factors and do not carry the intrinsic truncation error of NNLO �PT derivations (estimated in
Ref. [37] as ±1%). For example, we may take the vector form factors F1, F2 directly from experimental
data, rather than attempting to compute them as part of an expansion in �PT. No approximation is
yet made in Eq. (7), except for neglect of second class currents, as justified above. We investigate below
the restricted application of �PT to express FP (q2

0) in terms of r
2
A and other experimentally measured

quantities.

3We choose a convention for the pseudoscalar form factor that is independent of lepton mass: FP (q2) = (mN/mµ)gP (q2),
in terms of gP (q2) used in Ref. [29]. Our sign conventions for FA and FP are such that FA(0) and all other form factors are
positive.

4In particular, a binding energy is not included in the initial-state mass M , but would anyways correspond to a relative
order ↵2 correction that is beyond the current level of precision.
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Figure 2: Example of an O(↵) �W exchange box diagram radiative correction to muon capture.

2.3 Radiative corrections
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is the tree level expression with FA(0) = gA, and RC denotes the radiative corrections. By the definition
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⌧n = 4908.7(1.9) s . (9)

Alternatively, gA can be directly obtained from neutron final state decay asymmetries. We employ the
lifetime method here, because it is currently more precise.

In the case of muon capture, we have four form factors all evaluated at q
2
0: vector (F1), induced

weak magnetism (F2), axial-vector (FA) and induced pseudoscalar (FP ). We define these form factors to
all have the same electroweak radiative corrections and explicitly compute those corrections for F1(q2

0).
Short-distance corrections (which dominate) correspond to a renormalization of the relevant four-fermion
operator, and are automatically the same for all form factors. Long distance corrections, although not as
important, are incorporated through the form factor definitions in much the same way as gA is renormal-
ized by definition in neutron decay.

Given the above form factor definitions, their common total radiative correction is conventionally
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momentum expansion:

2.2 Tree level calculation
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µ
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µ = d̄�
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u � d̄�

µ
�5u, and the ellipsis again denotes e↵ects of radiative corrections. For
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sensitivity to momentum dependence in the capture process

in our power counting, rA2 competes with gP, and other 
well-determined quantities (g≡normalization, r2≡slope)

⇠ ✏

decay in flight [58]. The direct neutron decay asymmetry PDG gA average [43], 1.2723(23), is lower; but
most more recent experiments find values close to 1.276.

Our knowledge about the functional form of FA(q2) relies primarily on neutrino-deuteron scattering
data from bubble chamber experiments in the 1970’s and 1980’s: the ANL 12-foot deuterium bubble
chamber experiment [59–61], the BNL 7-foot deuterium bubble chamber experiment [62], and the FNAL
15-foot deuterium bubble chamber experiment [63, 64]. As mentioned in the Introduction, the original
analyses and most follow-up analyses employed the one-parameter dipole model of the axial form factor.
A more realistic assessment of uncertainty allows for a more general functional form. Using a z expansion
analysis [19], the uncertainty on the axial radius is found to be significantly larger than from dipole fits,

r
2
A(z exp., ⌫) = 0.46(22) fm2

. (17)

This value may be compared to a fit of scattering data to the dipole form, r
2
A(dipole, ⌫) = 0.453(23) fm2 [17].

Note that the value r
2
A(dipole) = 0.454(13) fm2 quoted in the Introduction is obtained by averaging this

neutrino scattering result with an extraction from pion electroproduction [17], r
2
A(dipole, electro.) =

0.454(14) fm2. As observed in Ref. [18], the electroproduction extraction is also strongly influenced by
the dipole assumption. A more detailed discussion of the electroproduction constraints is given in Sec. 5,
with the conclusion that further control over systematics is required in order to provide a reliable r

2
A

extraction. The pion decay constant f⇡ and pion nucleon coupling g⇡NN , along with r
2
A, are used to

determine the induced pseudoscalar form factor [11]

FP (q2
0) =

2mNg⇡NNf⇡

m2
⇡ � q

2
0

�
1

3
gA m

2
N r

2
A + . . . , (18)

where m⇡ = 139.571 MeV is the charged pion mass. Two loop �PT corrections, indicated by the ellipsis
in Eq. (18), were estimated to be negligible, as long as the low energy constants involved remain at
natural size [13]. f⇡ is determined from the measured rate for ⇡

�
! µ

�
⌫̄µ(�), and its uncertainty is

dominated by hadronic structure dependent radiative corrections. For g⇡NN we take as default the value
g⇡NN = 13.12(6)(7)(3) = 13.12(10) [49, 50], where the first two errors are attributed to pion-nucleon
scattering phase shifts and integrated cross sections, respectively, entering the Goldberger-Miyazawa-
Oehme (GMO) sum rule for g⇡NN . The third error is designed to account for isospin violation and was
motivated by evaluating a subset of �PT diagrams. Other values include g⇡NN = 13.06(8) from partial
wave analysis of nucleon-nucleon scattering data [65]; and g⇡NN = 13.14(5) [66], g⇡NN = 13.150(5) [67]
from partial wave analysis of pion-nucleon scattering data. That range of values is covered by the error
given in Table 2.

2.5 Numerical results

Employing the radiative corrections given above, the full capture rates become

⇤ = [1 + RC] ⇤tree = [1 + 0.0277(10)(2) � 0.005(1)] ⇤tree , (19)

where ⇤tree is the tree level expression for the chosen spin state. We have displayed a conventional
separation of the radiative corrections in Eq. (19), where the first +2.8% includes the electroweak and
electron vacuum polarization corrections, and the second �0.5% is the finite size correction. Inserting the
relevant quantities from Table 2, the singlet 1S capture rate is given by

⇤singlet = 40.226(56) [F1(q
2
0) + 0.08833 F2(q

2
0) + 2.63645 ḡA � 0.04544 ḡP ]2 s�1

, (20)

where the quantities ḡP and ḡA are defined below and the relative uncertainty ur = 1.4⇥10�3 in the
prefactor of Eq. (20) quadratically sums the relative uncertainties ur(RC) = 1.40⇥10�3 and ur(Vud) =

12

gpiNN: pion-nucleon scattering, and NN scattering ✔

gA: neutron lifetime ✔

g1,g2,r12: e-p, e-n scattering + H, muH ✔ ✔
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α expansion:

Sirlin g function (IR subtraction)

written as the sum of three terms,

RC = RC(electroweak) + RC(finite size) + RC(electron VP) , (10)

which we now specify. Neglecting terms of O(E`/mp, q/mp), where E` is the charged lepton energy and q

the momentum transfer,5 the radiative corrections to the vector parts of neutron decay and muon capture
are of the same form, but evaluated at di↵erent q

2 and with di↵erent lepton mass. The RC (electroweak)
radiative corrections to muon capture [16] were obtained from the original neutron decay calculation, but
including higher-order leading log e↵ects denoted by ellipsis in the following Eq. (11):

RC(electroweak) =
↵

2⇡


4 log

mZ

mp
� 0.595 + 2C + g(mµ,�µ = 0)

�
+ · · · = +0.0237(10) , (11)

where mZ = 91.1876 GeV, mp = 0.9383 GeV, C = 0.829 [41], and g(mµ,�µ = 0) = 3 log(mp/mµ) � 27/4
was obtained from Eq. (20b) in Ref. [47] by replacing me ! mµ, ignoring bremsstrahlung and taking the
�µ = 0 and mµ/mp = 0 limits. The ellipsis in Eq. (11) denotes higher order (in ↵) corrections enhanced
by large logarithms [42]. These e↵ects have been added to the +2.23% order ↵ correction to obtain the
total +2.37% electroweak radiative correction. The uncertainty has been reduced from 0.4% in Ref. [16] to
0.1%. That reduction is justified by two improvements in the analysis. First, the radiative corrections to
Vud (such as C) are correlated with similar corrections in Eq. (11), and their uncertainties largely cancel.
Second, (ignoring nuclear structure), direct calculation of O(↵mµ/mp) corrections to muon capture (that
were ignored in Ref. [16]) were found to cancel and not contribute to the uncertainty in Eq. (11).

Here, we assume that corrections of O(↵mµ/mp) due to nuclear structure are parametrized by the
nucleon finite size reduction factor [48]

| 1S(0)|2 !
m

3
r↵

3

⇡
(1 � 2↵mrhri) , (12)

where hri denotes the first moment of the proton charge distribution. Based on a range of model forms
for this distribution, the correction (12) evaluates to

RC(finite size) = �0.005(1) , (13)

where the error spans the central values �0.0044 [31], �0.005 [16], and �0.0055 [35] given in the literature.
We note that the quoted uncertainty may not fully account for possible additional e↵ects of nuclear
structure which could be estimated using a relativistic evaluation of the �-W box diagrams, but are
beyond the scope of this article.6

The corrections RC(electroweak) and RC(finite size) modify the coe�cients ci of the e↵ective Hamil-
tonian (4). The remaining radiative correction, from the electron vacuum polarization modification to
the muonic atom Coulomb potential, is described by �VVP. This contribution amounts to

RC(electron VP) = +0.0040(2), (14)

where the very small uncertainty 0.02% is estimated by the di↵erence between 1.73↵/⇡ of Ref. [16, 27]
and 1.654↵/⇡ of Ref. [35].

In Eq. (10), we have defined the total radiative correction to include electroweak, finite size and
electron vacuum polarization contributions. In Ref. [16], the finite size correction was treated separately,
and “radiative correction” referred to the sum of our RC(electroweak) and RC(electron VP), amounting
to ⇠ 2.8%.
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beyond the scope of this article.6

The corrections RC(electroweak) and RC(finite size) modify the coe�cients ci of the e↵ective Hamil-
tonian (4). The remaining radiative correction, from the electron vacuum polarization modification to
the muonic atom Coulomb potential, is described by �VVP. This contribution amounts to

RC(electron VP) = +0.0040(2), (14)

where the very small uncertainty 0.02% is estimated by the di↵erence between 1.73↵/⇡ of Ref. [16, 27]
and 1.654↵/⇡ of Ref. [35].

In Eq. (10), we have defined the total radiative correction to include electroweak, finite size and
electron vacuum polarization contributions. In Ref. [16], the finite size correction was treated separately,
and “radiative correction” referred to the sum of our RC(electroweak) and RC(electron VP), amounting
to ⇠ 2.8%.
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isospin violation:

2.2 Tree level calculation

Hadronic physics in the nucleon matrix elements of the vector and axial-vector quark currents of Eq. (3)
is parameterized as:3
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µ
u � d̄�

µ
�5u, and the ellipsis again denotes e↵ects of radiative corrections. For

definiteness we employ the average nucleon mass mN ⌘ (mn + mp)/2. The form factors FS and FT are
so-called second class amplitudes that violate G parity and are suppressed by isospin violating quark
masses or electromagnetic couplings [30–33]. They would appear in the capture rate, Eq. (7) below,
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F2(0), discussed below in Sec. 2.4, power counting predicts negligible impact of FS and FT at the permille
level; we thus ignore them in the following discussion.
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annihilation rate for µp ! ⌫µn computed in both theories for the limit of free particles, with the proton
and muon at rest. For the coe�cients corresponding to singlet and triplet decay rates, this yields [16, 34]
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where the initial state mass is M ⌘ mµ+mp, the neutrino energy is E⌫ ⌘ (M2
�m

2
n)/2M = 99.1482 MeV,

and the invariant momentum transfer is

q
2
0 ⌘ m

2
µ � 2mµE⌫ = �0.8768 m

2
µ. (8)

Since the matching is performed with free particle states, the quantities M , E⌫ and q
2
0 are defined inde-

pendent of the atomic binding energy, as necessary for determination of the state-independent coe�cients
ci of the e↵ective Hamiltonian (4).4

The amplitudes (7) can also be expressed as an expansion in �PT [12, 35–37]. However, the general
formulas in Eq. (7) allow us to more directly implement and interpret experimental constraints on the
form factors and do not carry the intrinsic truncation error of NNLO �PT derivations (estimated in
Ref. [37] as ±1%). For example, we may take the vector form factors F1, F2 directly from experimental
data, rather than attempting to compute them as part of an expansion in �PT. No approximation is
yet made in Eq. (7), except for neglect of second class currents, as justified above. We investigate below
the restricted application of �PT to express FP (q2

0) in terms of r
2
A and other experimentally measured

quantities.

3We choose a convention for the pseudoscalar form factor that is independent of lepton mass: FP (q2) = (mN/mµ)gP (q2),
in terms of gP (q2) used in Ref. [29]. Our sign conventions for FA and FP are such that FA(0) and all other form factors are
positive.

4In particular, a binding energy is not included in the initial-state mass M , but would anyways correspond to a relative
order ↵2 correction that is beyond the current level of precision.
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vector form factors: CC from isovector NC

2nd class currents:

deviations in F1(0): second order in IV (definition of CVC)

deviations in F1(q2): first order in IV plus first order in q2 

deviations in F2(0): first order in IV plus 0.5 order in kinematic 
prefactor (numerical estimate: 3.2e-4 << %)

✔

✔

✔

contribution of FS,FT: first order in IV plus 0.5 order in 
kinematic prefactor

✔
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results:

iv) ppµ molecular e↵ects: Although capture from ppµ molecules amounts only to 3% in 1 MPa hydrogen
gas, the uncertainty introduced by the inconsistent determinations of the ortho-para rate �op [7] shown
in Fig. 3, introduces a �⇤singlet ⇠ 1.8 s�1 uncertainty [15]. As shown in Fig. 2 of Ref. [14], the poor
knowledge of �op also leaves unresolved the question whether the previous measurement of ordinary muon
capture in liquid hydrogen [75] or, alternatively, the measurement of radiative muon capture [8] strikingly
deviates from theory. The high density cryogenic TPC developed for the MuSun µD experiment, could
settle both issues with a first precise measurement of �op when filled with protium gas of about 10% liquid
density.

Finally, it should be mentioned that the MuCap TPC occasionally su↵ered sparking issues, which
required running with reduced voltage. Better stability and higher gain should be achieved by starting
some R&D e↵orts with smaller prototypes, with improvements to the classical proportional wire chamber
technique used by MuCap as well as tests of — now mature — micro-pattern chamber alternatives, like
GEMS and micro-megas.

4 Results and opportunities

Having reviewed the status of theory and explored the reach for experiment, in this section we evaluate
how well the nucleon form factors and coupling constants can be determined by the present MuCap
experiment at 1% precision, and by a potential new experiment at the 0.33% level.

4.1 Updated value for the pseudoscalar coupling ḡP and extraction of g⇡NN

We begin our applications by using the final MuCap experimental result, ⇤MuCap
singlet = 715.6(7.4) s�1,

together with our updated ⇤theory
singlet in Eq. (24), to extract a value for ḡP that can be compared with the

prediction of �PT. Both the experimental value and theoretical prediction depend on r
2
A. To illustrate

that dependence, we start with the traditional value of r
2
A(dipole, ⌫) = 0.453(23) fm2 obtained from

dipole fits to neutrino scattering data with a very small (⇠ 5%) uncertainty. It leads to:

ḡP
MuCap

��
r2
A=0.453(23) fm2 = 8.22 (48)exp (9)ḡA

(6)RC = 8.22(49) , ḡP
theory = 8.256(72) . (31)

For comparison, we take the ratio and find ḡP
theory

/ḡP
MuCap = 1.00(6), which exhibits very good agree-

ment at the ±6% level. Alternatively, employing the more conservative z expansion value obtained from
neutrino scattering, r

2
A(z exp., ⌫) = 0.46(22) fm2, with its nearly 50% uncertainty, one finds:

ḡP
MuCap

��
r2
A=0.46(22) fm2 = 8.19 (48)exp (69)ḡA

(6)RC = 8.19(84) , ḡP
theory = 8.25(25) . (32)

The uncertainties are considerably larger. However, taking the ratio and accounting for correlated errors,
ḡP

theory
/ḡP

MuCap = 1.01(8). Agreement is still very good and theory is tested at about ±8%, not a
significant loss of sensitivity. If r

2
A could be independently determined with high precision (for example,

using lattice gauge theory techniques), then a new MuCap experiment with a factor of 3 improvement
would test �PT at about the 2% level.

Alternatively, the measured capture rate in conjunction with the theoretical formalism can be used
to determine the pion-nucleon coupling g⇡NN from the µH atom. This approach is closely related to the
extraction of the pseudoscalar form factor, as g⇡NN appears as the least well known parameter in the
PCAC pole term of Eq. (18). For this purpose Eq. (24) was recast in terms of the independent parameters
(g⇡NN , gA and r

2
A) into Eq. (25), avoiding the correlation between the axial form factors introduced by

r
2
A. That prescription gives, for r

2
A = 0.46(22) fm2:

g
MuCap
⇡NN = 13.04 (72)exp (8)gA

(67)
r
2
A

(10)RC = 13.04(99) , g
external
⇡NN = 13.12(10) . (33)
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We begin our applications by using the final MuCap experimental result, ⇤MuCap
singlet = 715.6(7.4) s�1,

together with our updated ⇤theory
singlet in Eq. (24), to extract a value for ḡP that can be compared with the
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ḡP
MuCap

��
r2
A=0.453(23) fm2 = 8.22 (48)exp (9)ḡA
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/ḡP
MuCap = 1.00(6), which exhibits very good agree-

ment at the ±6% level. Alternatively, employing the more conservative z expansion value obtained from
neutrino scattering, r

2
A(z exp., ⌫) = 0.46(22) fm2, with its nearly 50% uncertainty, one finds:

ḡP
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The result is in very good agreement with the external g⇡NN obtained from pion-nucleon phase shift and
scattering cross section data, such as the value given in Table 2. It provides a direct 8% test of �PT
essentially the same as indirectly obtained from the ḡP analysis given above. As in the case of ḡP , a future
factor of 3 improvement in the capture rate combined with an independent precise determination of r

2
A

would determine g⇡NN to 2%.

4.2 Determination of r2
A from muon capture

The basic premise of this paper has been that the error on r
2
A extracted from neutrino scattering

data is much larger (by about an order of magnitude) than generally assumed. Indeed, the value [19]
r
2
A(z exp. ⌫) = 0.46(22) fm2, based on the z expansion method, that we employed, has a nearly 50%

uncertainty. As we shall see in Sec. 5, this is problematic for predicting quasi-elastic neutrino scatter-
ing cross sections needed for next-generation neutrino oscillation studies. For that reason, it is timely
and useful to consider alternative ways of determining r

2
A. Various possibilities are discussed in Sec. 5;

however, first we consider existing and possible future implications from the MuCap experiment.
Muon capture provides a unique opportunity to determine r

2
A, highly complementary to neutrino

charged-current scattering. The momentum transfer q
2
0 is small and well defined, rendering higher terms in

the q
2
0 Taylor expansion negligible. However, the e↵ect of r

2
A is small, with FA(q2

0) being only r
2
A q

2
0/6 ⇡ 2%

smaller than FA(0). Thus precision experiments at the sub-percent level are called for.
The change in ⇤singlet due to a change in r

2
A is given in Eqs. (24),(25), and can be quantified as

@⇤singlet

@r
2
A

=
@⇤singlet

@ḡA

@ḡA

@r
2
A

+
@⇤singlet

@ḡP

@ḡP

@r
2
A

= �47.8 + 16.7 = �31.1 s�1 fm�2
. (34)

Thus, a one sigma step of 0.22 fm2 in r
2
A changes ⇤singlet by 6.8 s�1 or about 1%. Unfortunately, for

the present purpose, the sensitivity to the axial radius is reduced, as the contributions from ḡA and ḡP
counteract.

Employing Eq.(25) with the input from Table 2 we find

r
2
A(MuCap) = 0.43 (24)exp (3)gA

(3)g⇡NN (3)RC = 0.43(24) fm2
. (35)

This result is comparable in uncertainty to the z expansion fit to the pioneering neutrino scattering
experiments [19]. Making the reasonable assumption that the two approaches are uncorrelated, we can
compute the weighted average

r
2
A(ave.) = 0.45(16) fm2

. (36)

The averaged uncertainty has been reduced to about 35%. A future experiment, assumed to reduce the
overall MuCap error from 1% to 0.33% would reduce the error in r

2
A to

�r
2
A(future exp.) = (0.08)exp (0.03)gA

(0.03)g⇡NN (0.03)RC = 0.10 fm2
. (37)

The muon capture squared axial radius determination, when averaged with the neutrino scattering z

expansion result, would then have about a 20% uncertainty. This precision level is important, as it would
be su�cient to reduce the r

2
A dependent theoretical uncertainty in neutrino quasielastic cross sections to

a subdominant contribution, as we demonstrate below in Sec. 5.1.

4.3 Determination of gA and electron-muon universality

The axial coupling governing neutron � decay, gA = FA(0), is a critically important QCD induced physics
parameter [83]. Taken together with the neutron lifetime, ⌧n, it can provide a clean determination of Vud

free of nuclear physics uncertainties, via Eq. (9). In addition, gA is needed for constraining the number of
e↵ective neutrino species from primordial nucleosynthesis; computing reactor and solar neutrino fluxes and
cross-sections; parametrizing the proton spin content and testing the Goldberger-Treiman relation [84].
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turning the tables, take QCD for granted and extract rA2:

competitive with other methods with existing data, and potential for 
improvement
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2
A

=
@⇤singlet

@ḡA

@ḡA

@r
2
A

+
@⇤singlet

@ḡP

@ḡP

@r
2
A

= �47.8 + 16.7 = �31.1 s�1 fm�2
. (34)

Thus, a one sigma step of 0.22 fm2 in r
2
A changes ⇤singlet by 6.8 s�1 or about 1%. Unfortunately, for

the present purpose, the sensitivity to the axial radius is reduced, as the contributions from ḡA and ḡP
counteract.

Employing Eq.(25) with the input from Table 2 we find

r
2
A(MuCap) = 0.43 (24)exp (3)gA

(3)g⇡NN (3)RC = 0.43(24) fm2
. (35)

This result is comparable in uncertainty to the z expansion fit to the pioneering neutrino scattering
experiments [19]. Making the reasonable assumption that the two approaches are uncorrelated, we can
compute the weighted average

r
2
A(ave.) = 0.45(16) fm2

. (36)

The averaged uncertainty has been reduced to about 35%. A future experiment, assumed to reduce the
overall MuCap error from 1% to 0.33% would reduce the error in r

2
A to

�r
2
A(future exp.) = (0.08)exp (0.03)gA

(0.03)g⇡NN (0.03)RC = 0.10 fm2
. (37)

The muon capture squared axial radius determination, when averaged with the neutrino scattering z

expansion result, would then have about a 20% uncertainty. This precision level is important, as it would
be su�cient to reduce the r

2
A dependent theoretical uncertainty in neutrino quasielastic cross sections to

a subdominant contribution, as we demonstrate below in Sec. 5.1.

4.3 Determination of gA and electron-muon universality

The axial coupling governing neutron � decay, gA = FA(0), is a critically important QCD induced physics
parameter [83]. Taken together with the neutron lifetime, ⌧n, it can provide a clean determination of Vud

free of nuclear physics uncertainties, via Eq. (9). In addition, gA is needed for constraining the number of
e↵ective neutrino species from primordial nucleosynthesis; computing reactor and solar neutrino fluxes and
cross-sections; parametrizing the proton spin content and testing the Goldberger-Treiman relation [84].
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of the isovector axial form factor, and the strange vector form factors, taking the remaining form factors854

from other sources. An amplitude was measured for FA(q2) at Q
2 = �q

2 = 0.22 and 0.63 GeV2, but with855

insu�cient precision to extract shape information. The process e
+
d ! ⌫̄epp is another possibility to access856

the charged current nucleon interaction, e
+
n ! ⌫̄ep using electron (positron) beams. No measurements857

of this process currently exist.858

5.2.4 Summary of complementary constraints859
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Figure 7: (color online) Axial radius determined by di↵erent processes. Data points are as in Table 1.
The hashed red region represents the average obtained in this work, obtained from the z expansion ⌫d and
MuCap results [cf. Eq. (36)]. The hatched blue band represents the average of the dipole ⌫d and dipole
eN ! eN

0
⇡ results from Ref. [17]. Values labeled “dipole” enforce the dipole shape ansatz. The value

labeled “z exp.” uses the model independent z expansion. The green point represents the MiniBooNE
dipole fit [20] to ⌫-C scattering data, and does not account for nuclear model uncertainty.

A range of processes and techniques have potential to help constrain the nucleon axial radius. Some860

of these, such as pion electroproduction and parity violating electron-proton scattering, access the form861

factor and radius indirectly and su↵er significant model-dependent corrections that need to be further862

addressed to achieve ⇠ 10% accuracy on r
2
A. Lattice QCD and elementary target neutrino scattering are863

potentially pristine theoretical or experimental approaches. However, lattice QCD has not yet achieved864

the requisite accuracy, and hydrogen or deuterium active target neutrino experiments are fraught with865

surmountable but di�cult technical and safety issues. Figure 7 displays the range of values for r
2
A as866

tabulated in Table 1, including the MuCap determination presented in this paper. Our average, Eq. (36),867

is obtained from the z expansion ⌫d and MuCap results, which have complete error budgets. The future868

is sure to witness an interesting complementarity between di↵erent approaches to axial nucleon structure,869

with a wide range of constraints and applications.870
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1 Introduction54

Muonic hydrogen, the electromagnetic bound state of a muon and proton, is a theoretically pristine atomic55

system. As far as we know, it is governed by the same interactions as ordinary hydrogen, but with the56

electron of mass 0.511 MeV replaced by the heavier muon of mass 106 MeV, an example of electron-muon57

universality. That mass enhancement (⇠207) manifests itself in much larger atomic energy spacings and a58

smaller Bohr radius of 2.56⇥10�3Å. This places the muonic hydrogen size about halfway (logarithmically)59

between the atomic angstrom and the nuclear fermi (1 fm = 10�5Å) scale.60

Those di↵erences make muonic hydrogen very sensitive to otherwise tiny e↵ects such as those due to61

proton size and nucleon structure parameters governing weak interaction phenomenology. Indeed, muonic62

hydrogen Lamb shift spectroscopy [1, 2] has provided a spectacularly improved measurement of the proton63

charge radius that di↵ers by about 7 standard deviations from the previously accepted value inferred from64

ordinary hydrogen and electron-proton scattering [3]. (That so called Proton Radius Puzzle is currently65

unresolved [4–6]). Similarly, the larger muon mass kinematically allows the weak muon capture process66

depicted in Fig. 1,67

µ
� + p ! ⌫µ + n , (1)

to proceed, while ordinary hydrogen is (fortunately for our existence) stable.68

W
+

p

µ
�

n

⌫µ

Figure 1: Muon capture on the proton, µ
�
p ! ⌫µn, via charged W boson exchange.

Weak muon capture in nuclei has provided a historically important probe of weak interactions and a69

window for studying nuclear structure. In particular, weak capture in muonic hydrogen is a sensitive probe70

of the induced pseudoscalar component of the axial current p ! n matrix element which is well predicted71

from the chiral properties of QCD. However, early experimental determinations of that pseudoscalar72

coupling, ḡP ,1 had, for some time, appeared problematic [7]. All ḡP extractions from ordinary muon73

capture in hydrogen su↵ered from limited precision, while the more sensitive extraction from radiative74

muon capture [8] disagreed with ordinary muon capture and the solid prediction of Chiral Perturbation75

Theory (�PT) [9–13]. An important underlying contribution to this problem was the chemical activity of76

muonic hydrogen, which like its electronic sibling, can form molecular ions, (ppµ)+. The highly spin de-77

pendent weak interaction leads to very di↵erent capture rates from various muonic atomic and molecular78

states. Thus, atomic physics processes like ortho-para transitions in the muonic molecule, which flip the79

proton spins, significantly change the observed weak capture rates and often clouded the interpretation80

of experimental results in the 55-year history of this field. Unfortunately, the uncertainty induced by81

molecular transitions was particularly severe for the most precise measurements which were performed82

with high density liquid hydrogen targets, where, because of rapid ppµ formation, essentially capture from83

the molecule, not the pµ atom, is observed. This problem was resolved by the MuCap Collaboration at84

1The quantity ḡP is defined at the characteristic momentum q2
0 for muon capture, see Eqs. (8),(23) below.
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Figure 5: (color online) Relation between gA and r
2
A from electron and muon processes. The black band

shows gA from neutron � decay (Table 2). The green band denotes the gA � r
2
A region consistent with

the present MuCap result within 1-sigma, the yellow band the potential of a future 3-times improved
measurement (the same central value has been assumed). The current value and uncertainty in r

2
A from

the neutrino scattering analysis is shown by vertical lines. If r
2
A would be known to 1%, the future

experiment would determine gA within the red region.

e↵ective neutrino species from primordial nucleosynthesis; computing reactor and solar neutrino fluxes and638

cross-sections; parametrizing the proton spin content and testing the Goldberger-Treiman relation [95].639

In this paper we use the value gA = 1.2749(9), based on the PDG value for ⌧n and Vud given in Table 2.640

We should note, however, that a recent trapped neutron lifetime experiment at Los Alamos [96] with very641

small systematic uncertainties finds ⌧n = 877.7(7) s, in strong support of earlier trapped neutron results.642

Roughly estimating the e↵ect of the new result on the neutron lifetime average suggests a preliminary643

average ⌧
ave.
n = 879.3(9) s. This shorter average lifetime leads to a larger gA = 1.2757(7) which is very644

consistent with the most recent direct neutron decay asymmetry measurements of gA [53]. Of course, a645

larger gA used as input will lead to a larger ḡ
MuCap
P = 8.24(84), but one still fully consistent with theory,646

ḡP
theory = 8.25(25). The error on gA is expected to be further reduced to about ±0.01%, by future ⌧n647

and direct neutron decay asymmetries. It will be interesting to see if the two methods agree at that level648

of precision.649

For now, the value of r
2
A obtained from the z expansion fit to neutrino-nucleon quasi-elastic scattering650

together with the MuCap singlet muonic Hydrogen capture rate ⇤MuCap
singlet can be used in Eq. (25) to obtain651

a muon based value, gA = 1.276(8)r2
A
(8)MuCap = 1.276(11). That overall roughly ±1% sensitivity is to652

be compared with the current, better than ±0.1%, determination of gA from the electron based neutron653

lifetime that we have been using in our text, or the preliminary update including Ref. [96] given above.654

The good agreement can be viewed as a test of electron-muon universality in semileptonic charged current655

interactions at roughly the 1% level. We have described how a factor of 3 improvement in the MuCap656
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test of electron-muon universality

electron coupling (neutron lifetime)

current uncertainty

muon coupling (current uncertainty)
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FIG. 8. Free nucleon CCQE cross section computed
from Eqs. (31), (32) and (33), for neutrino-neutron (top)
and antineutrino-proton (bottom) scattering. Also shown
are results using dipole axial form factor with axial mass
mA = 1.014(14) GeV [55].

energies, the cross sections and uncertainties shown in
Fig. 8 are

�⌫n!µp(E⌫ = 1GeV) = 10.1(0.9)⇥ 10�39 cm2 ,

�⌫n!µp(E⌫ = 3GeV) = 9.6(0.9)⇥ 10�39 cm2 , (38)

for neutrinos and

�⌫̄p!µn(E⌫ = 1GeV) = 3.83(23)⇥ 10�39 cm2 ,

�⌫̄p!µn(E⌫ = 3GeV) = 6.47(47)⇥ 10�39 cm2 , (39)

for antineutrinos.
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FIG. 9. Cross section for charged-current quasielastic events
from the MINERvA experiment [56] as a function of re-
constructed Q2, compared with prediction using relativistic
Fermi gas (RFG) nuclear model with z expansion axial form
factor extracted from deuterium data. MINERvA data uses
an updated flux prediction from [82]. Also shown are results
using the same nuclear model but dipole form factor with
axial mass mA = 1.014(14) GeV [55].

C. Neutrino nucleus cross sections

Connecting nucleon-level information to experimen-
tally observed neutrino-nucleus scattering cross sections
requires data-driven modeling of nuclear e↵ects. Our
description of the axial form factor and uncertainty in
Eqs. (31), (32), and (33) can be readily implemented
in neutrino event generators that interface with nuclear
models.15

A multitude of studies and comparisons are possible.
As illustration, consider MINERvA quasielastic data on
carbon [56]. Figure 9 shows a comparison of the Q2 dis-
tribution of measured events with the predictions from
our FA(q2), using a relativistic Fermi gas nuclear model
in the default configuration of the GENIE v2.8 neutrino
event generator [6]. For comparison, we display the result
obtained using a dipole FA with axial mass central value
and error as quoted in the world average of Ref. [55]. The
central curves di↵er in their kinematic dependence, and
the dipole result severely underestimates the uncertainty
propagated from deuterium data.
The z expansion implementation within GENIE in-

15
The z expansion will be available in GENIE production release

v2.12.0. The code is currently available in the GENIE trunk

prior to its o�cial release. The module provides full generality

of the z expansion, and supports reweighting and error analysis

with correlated parameters.
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discriminating nuclear models

n p

μ-νμ

poorly known axial form factor

�(⌫n ! µp) = | · · ·FA(q
2) · · · |2

want to extract nuclear and flux effects 
from this comparison: but large nucleon 
level form factor uncertainty

ab initio methods and extensions, e.g. 
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Figure 6: (color online) Quasielastic neutrino-neutron cross section. Reference fit of Ref. [19] in green
band shows the current uncertainty. The yellow band shows the uncertainties independent of r

2
A. The

hatched black band shows the uncertainty contribution from r
2
A, if r

2
A would be known to 20% (using the

central value from the reference fit). In that case, the r
2
A contribution would be subdominant in the total

error (quadratic sum of yellow and black hatched), as illustrated at E⌫ = 1GeV in Eq. (40).

External constraints on r
2
A, used in conjunction with the existing deuteron target neutrino scattering748

data, can thus lead to a halving of the uncertainty on the elementary signal cross section for long baseline749

neutrino experiments. Advances in our quantitative understanding of neutrino scattering, through im-750

provements in r
2
A, heavy nuclear target modeling and direct precise neutrino cross-section measurements751

will allow us to fully exploit the planned sensitivity of future oscillation experiments.752

5.2 Other constraints and applications753

Given the importance of r
2
A, and more generally FA(q2), let us understand what complementary infor-754

mation exists from other approaches. This information comes from theoretical approaches to determine755

FA(q2) from the QCD Lagrangian; and from experimental measurements using weak and electromagnetic756

probes of the nucleon.757

5.2.1 Lattice QCD758

Lattice QCD is a computational method for determining low energy properties of hadrons based on first759

principles starting from the QCD Lagrangian.20 This method has reached a mature state for meson760

properties.21 Nucleons present an additional challenge for lattice simulations, owing to a well-known761

noise problem [104]. A variety of approaches are being taken to explore and address the simultaneous762

20For a brief introduction and references see the lattice QCD review of S. Hashimoto, J. Laiho and S. R. Sharpe in Ref. [53].
21For a review and further references, see Ref. [103].
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implications for quasielastic neutrino cross sections
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1 Introduction54

Muonic hydrogen, the electromagnetic bound state of a muon and proton, is a theoretically pristine atomic55

system. As far as we know, it is governed by the same interactions as ordinary hydrogen, but with the56

electron of mass 0.511 MeV replaced by the heavier muon of mass 106 MeV, an example of electron-muon57

universality. That mass enhancement (⇠207) manifests itself in much larger atomic energy spacings and a58

smaller Bohr radius of 2.56⇥10�3Å. This places the muonic hydrogen size about halfway (logarithmically)59

between the atomic angstrom and the nuclear fermi (1 fm = 10�5Å) scale.60

Those di↵erences make muonic hydrogen very sensitive to otherwise tiny e↵ects such as those due to61

proton size and nucleon structure parameters governing weak interaction phenomenology. Indeed, muonic62

hydrogen Lamb shift spectroscopy [1, 2] has provided a spectacularly improved measurement of the proton63

charge radius that di↵ers by about 7 standard deviations from the previously accepted value inferred from64

ordinary hydrogen and electron-proton scattering [3]. (That so called Proton Radius Puzzle is currently65

unresolved [4–6]). Similarly, the larger muon mass kinematically allows the weak muon capture process66

depicted in Fig. 1,67

µ
� + p ! ⌫µ + n , (1)

to proceed, while ordinary hydrogen is (fortunately for our existence) stable.68

W
+

p

µ
�

n

⌫µ

Figure 1: Muon capture on the proton, µ
�
p ! ⌫µn, via charged W boson exchange.

Weak muon capture in nuclei has provided a historically important probe of weak interactions and a69

window for studying nuclear structure. In particular, weak capture in muonic hydrogen is a sensitive probe70

of the induced pseudoscalar component of the axial current p ! n matrix element which is well predicted71

from the chiral properties of QCD. However, early experimental determinations of that pseudoscalar72

coupling, ḡP ,1 had, for some time, appeared problematic [7]. All ḡP extractions from ordinary muon73

capture in hydrogen su↵ered from limited precision, while the more sensitive extraction from radiative74

muon capture [8] disagreed with ordinary muon capture and the solid prediction of Chiral Perturbation75

Theory (�PT) [9–13]. An important underlying contribution to this problem was the chemical activity of76

muonic hydrogen, which like its electronic sibling, can form molecular ions, (ppµ)+. The highly spin de-77

pendent weak interaction leads to very di↵erent capture rates from various muonic atomic and molecular78

states. Thus, atomic physics processes like ortho-para transitions in the muonic molecule, which flip the79

proton spins, significantly change the observed weak capture rates and often clouded the interpretation80

of experimental results in the 55-year history of this field. Unfortunately, the uncertainty induced by81

molecular transitions was particularly severe for the most precise measurements which were performed82

with high density liquid hydrogen targets, where, because of rapid ppµ formation, essentially capture from83

the molecule, not the pµ atom, is observed. This problem was resolved by the MuCap Collaboration at84

1The quantity ḡP is defined at the characteristic momentum q2
0 for muon capture, see Eqs. (8),(23) below.

3

muon capture from ground state of muonic hydrogen: 

- probes axial nucleon structure: FP, FA 

- already competitive determination of rA

- potential for significant improvement

Nucleon properties 
capture rate on proton = measurement of nucleon structure

Nuclear properties 
capture rate = constraint on nuclear model

Standard candle: experiment  
e.g.  muon capture as a test source 

Standard candle: theory  
e.g.  muon capture as a test source 

Summary
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